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FOREWORD
R_%
ICAR-IASRI is a premier Institute of relevance in Statistical Sciences (Statistics, Computer
Applications and Bioinformatics) and their judicious fusion in agricultural sciences for enriching
quality of agricultural research and informed policy decision making. Ever since its inception in
1930, as a small Statistical Section of the then Imperial Council of Agricultural Research, the
Institute has grown in stature and made its presence felt both nationally and internationally.The
Institute has been very actively pursuing advisory service that has enabled the institute to make its
presence felt both in National Agricultural Research and Education System (NARES) and National
Agricultural Statistics System (NASS).The Institute has taken a lead in creating a high end statistical
computing environment in NARES.

Statistically valid and meaningful inferences drawn from research programmes lay the foundations of
quality research and play a pivotal role in policy planning especially in developmental activities and
in programme implementation. Therefore, it is essential that sound statistical methodologies be
adopted for the collection and analysis of data. The training programmes organized by the Institute
are very useful in appraising the advances in statistical techniques to the actual users in research and
planning of agricultural sciences.

The present training programme on Statistical Techniques for Data Analysis in Agriculture has
been especially designed to drive the maximum academic advantage through interaction with the
faculty and among the fellow participants. 1 am sure that the knowledge assimilated from this
training programme will enable the participants to have better understanding of statistical procedures,
which will also benefit them in analyzing the data sets by using appropriate and modern statistical
methodologies.

The course contents are intertwining of theory and application. The topics are covered under five
modules: (i) Preliminary Statistics, (i) Statistical Models (iii) Statistical Tool/analysis support
(iv)Sample Survey and Analysis of Experimental Designs (v) Multivariate and Machine Learning
Techniques.

The faculty for this course comprises of well-established scientists in the discipline of Agricultural
Statistics and Computer Applications with expertise in handling software packages. The lecture notes
given in the reference manual provide an exposition of the subject. I hope that the reference manual
will be quite useful to the participants. I take this opportunity to thank the entire faculty for doing a
wonderful job. I wish to complement Dr. Ajit, Dr. Ranjit Kumar Paul and Dr. Soumen Pal, Course
Coordinators of this training programme, for bringing out this valuable document in time. We look
forward to suggestions from every corner in improving this reference manual.

AT
New Delhi (Rajen erParsa‘ \ 1

01October, 2021 DIRECTOR, ICAR-IASRI
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PREFACE

The ICAR-Indian Agricultural Statistics Research Institute is a premier Institute in the
disciplines of Agricultural Statistics, Computer Applications and Bioinformatics in the country. The
Institute has been engaged in conducting research, teaching and organizing training programmes in
Agricultural Statistics with special emphasis on Experimental Designs, Sampling Techniques,
Statistical Genetics, Forecasting Techniques, Bioinformatics and Computer Applications. The
Institute has been very actively pursuing advisory service that has enabled the institute to make its
presence felt both in National Agricultural Research and Education System (NARES) and National
Agricultural Statistics System (NASS). The Institute has taken a lead in developing Statistical
Software Packages useful for Agricultural Research.

There is an ever-increasing demand to be trained and sensitized with recent developments in
statistical techniques. Advanced statistical techniques in the domain of agriculture is one of the
important subjects of research at the Institute. The agricultural professionals and policy makers have
arole to play in selecting right technique and to understand the mechanisms of underlying statistical
theories. Moreover, the software /ike R, Python etc. are playing major roles in analysing such data
emerged from agricultural experiments. ICAR-Indian Agricultural Statistics Research Institute is
organizing an online Training Programme on “Statistical Techniques for Data Analysis in
Agriculture” for Technical personnel in ICAR or SAUs/CAUSs/ICAR funded KVKs during 04-13
October 2021 (10 days). This training programme has been planned to accommodate the needs of
both theory and applications for analyzing the agricultural data. The aim of the training programme
is to train participants in analyzing agricultural data using appropriate statistical techniques,
acquainting the participants about statistical software packages and to enhance and upgrade the skill
associated with research activities. '

The course is structured to include both conventional and recent topics in the field of
Agricultural Statistics. The topics covered under this course include Exploratory Data Analysis,
Correlation & Regression, Testing of Hypothesis, Regression Diagnostics, Non-Parametric Tests,
Logistic Regression, Linear Time-Series Models, Nonlinear Time-Series Models, Excel for statistical
data analysis, R, Python, Design Resources Server/ SSCNARS, Overview of Sampling Techniques,
Analysis of Basic Designs of Experiments, Split and Strip Plot Designs, Factorial Experiments,
Machine Learning Techniques: ANN, SVM, Random Forest etc.; Cluster Analysis, PCA and Factor
Analysis.

We would like to take this opportunity to thank the faculty of the Institute who spared
their valuable time in making this course meaningful and successful that helped in bringing out
this manual in time. We are also thankful to the various ICAR Institutes and State Agricultural
Universities for deputing their employees in this training programme. We are grateful to Dr.
Rajender Parsad, Director, ICAR-IASRI for his valuable guidance and making all necessary
facilities available for smooth conduct of the course. We are thankful to each and every one who
supported directly or indirectly for preparing this training manual.

: UVJ/ C i o

(Ajit) (Ranjit Kumar Paul) (Soumen Pal)
Course Coordinator Course Coordinator Course Coordinator
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BASIC STATISTICAL TECHNIQUES

Md Yeasin, Ajit Gupta, Ranjit Kumar Paul
ICAR-Indian Agricultural Statistics Research Institute
Library Avenue, New Delhi - 110 012

yeasin.iasri@gmail.com , ajit@icar.gov.in , ranjit.paul@icar.gov.in

1. Introduction

The word ‘Statistics’ has been derived from the Latin word ‘Status’ or the Italian word
‘Statista’ or the German word Statistik’ each of which means ‘political state’. Statistics is a
broad concept featuring applications in a wide range of areas. Statistics, in general, can be
defined as the process for collecting, analyzing, interpreting, and making conclusions from
data. In other terms, statistics is the approach established by scientists and mathematicians for
analyzing and deriving conclusions from acquired data. Everything that has anything to do with
the collection, processing, interpretation, and presentation of data falls within the scope of

statistics.

Definition of statistics: Statistics is a branch of mathematics that deals with collecting,
organizing, summarizing, presenting, and analyzing data as well as providing valid results and

interpreting towards reasonable decisions.
Statisticians, in other words, give methodologies for

e Design: Planning and conducting out research projects.
e Description: Data summarization and exploration.

¢ Inference: Making predictions and inferences about the data

Statistics can be divided into two sections; one is descriptive statistics and another is inferential

Statistics

Descriptive Statistics Inferential Statistics

Descriptive statistics helps describe, show or summarize data in a meaningful way.

statistics.

Descriptive statistics provides us with tools, tables, graphs, averages, ranges, correlations for
organizing and summarizing data. Examples: measures of central tendency, measures of

dispersion, skewness, kurtosis etc.


mailto:yeasin.iasri@gmail.com
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Inferential statistics helps to understand the properties of the population by observing the
sample values. Inferential statistics deals with the estimation of parameters and test of
hypothesis.

In this section we briefly discussed the descriptive statistics such as measures of central

tendency, measures of dispersion, skewness, and kurtosis

2. Measures of central tendency
Central tendency is a statistical measure that determines a single value that accurately describes
the center of the distribution. The objective of central tendency is to identify the single value
that is the best representative for the entire set of data.
Different measure of central tendency are:
e Mean
o Arithmetic mean
o Geometric mean

o Harmonic mean

e Median
e Mode

e Quartiles
e Deciles

e Percentiles

2.1. Mean (Arithmetic mean: A.M.):
The mean is the most commonly used measure of central tendency. For computation of the
mean data should be numerical values measured on an interval or ratio scale. To compute the

mean, we add the observation of data sets and then divide by the number of observation.

Sum of all observation

Mean =
Total number of observationa

2.1.1. Simple mean: Let X;, X,, ..., X, are the n observation of a data set. The arithmetic
mean is given by
X — 1l:l=1Xi
n
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Mean for frequency distribution: Let X,,X,, ..., X,, are observations with corresponding

frequencies are fi, f, ..., fu and Xi—; f; = N. The arithmetic mean is given by

=1 fiXi
N

X =

Properties of mean:
e It depends on change of origin as well as the change of scale.
U=g+hX

pa—

Origin Scale

Then U = a + hX.
e Ifare X;and X, the means of two sets of values with n,and n, observations
respectively, then their combined mean is given by

nX; + nyX,

ny +n,

X =

e Algebraic sum of deviations of set of values from their mean is zero.

i(xi—)?) =0

e The sum of squares of deviation of set of values about its mean is minimum

™ (X; —A)? is minimum when A = X

Merits of mean:

e Easy to understand

e Easy to calculate.

e Itisrigidly defined.

e Itis based on all observations.

e Itis least affected by sampling fluctuations.

e Itis capable of further mathematical treatment.
Demerits of mean:

e Itis affected by extreme values.

e It cannot be calculated for open end class frequency distribution.

e It cannot be located graphically.

e |t cannot be calculated for qualitative characteristic.
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e |t cannot be calculated if any observations are missing in the data series.

e It is not suitable for highly skewed distribution.

2.1.2. Geometric mean (G.M.):
For n observations, Geometric mean is the n root of their product.
For non-frequency data: Let X3, X,, ..., X, are the n observation of a data set. The geometric
mean is defined as
G =Xy * Xy % ...x X,)/™
For frequency distribution: Let X;,X,,..,X, are observations with corresponding

frequencies are fi, f, ..., fy and Xi=, fi = N. The geometric mean is defined as

G = (X, x X, % v X, )N
Use of geometric mean:
e Measure average relative changes, averaging ratios and percentages

e Best average for construction of index number

Merits of geometric mean:
e |tis based on all observations.
e ltis not affected by sampling fluctuations.
e |t is capable of further mathematical treatment.
Demerits of geometric mean:
e If any of the values is zero, it cannot be calculated.
e Itis affected by extreme values.
e [t cannot be calculated for open end class frequency distribution.
e It cannot be located graphically.
e It cannot be calculated for qualitative characteristic.

e It cannot be calculated if any observations are missing in the data series.

2.1.3. Harmonic mean (H.M.):
Harmonic mean is the reciprocal of the arithmetic mean of the reciprocals of the observations
of the sets.
For non-frequency data: Let X;, X,, ..., X,, are the n observation of a data set. The harmonic

mean is defined as
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He
i=1 1/X;
For frequency data: Let X,, X,, ..., X,, are observations with corresponding frequencies are
fir for oo fnand X7 f; = N. The harmonic mean is defined as
N

Sy
Use of harmonic mean:

e Measure the change where the values of a variable are compared with a constant
quantity of another variable like time, distance traveled within a given time, quantities
purchased or sold over a unit.

Merits of harmonic mean:

e |t gives more weight to the small item and less weight to large values.

e Itis based on all observations.

e Itis not affected by sampling fluctuations.

e Itis capable of further mathematical treatment.

Demerits of harmonic mean:

e If any of the values is zero, it cannot be calculated.

e ltis affected by extreme values.

e It cannot be calculated for open end class frequency distribution.

e |t cannot be located graphically.

e It cannot be calculated for qualitative characteristics.

e |t cannot be calculated if any observations are missing in the data series.

Relation between A.M., G.M. and H.M.:

e For given two observations, A.M.> G.M.> H. M.

e G.M.=vVAMxH.M.

o AM. =8M
H.M.

o H.M.=SM
AM.

2.2. Median:

Median is the value situated in the middle position when all the observations are arranged in
an ascending/descending order. The median is the central value of an ordered data series. It

divides the data sets exactly into two parts. Fifty percent of observations are below the median

5
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and 50% are above the median. Median is also known as ‘positional average’. The Median is
the 50" percentiles, 10" deciles, and 2" quartiles. Median is also the intersect point of less than

and more than ogive curve.

Median for non-frequency data:

Step 1 Order the data from smallest to largest.

Step 2 If the number of observations is odd, then (n + 1)/2™" observation (in the ordered set) is
the median. When the total number of observations is even, the median is given by the mean

of n/2th and (n/2 + 1)™" observation.

Median for group frequency data:
Step 1 Obtain the cumulative frequencies for the data.

Step 2 Mark the class corresponding to which a cumulative frequency is greater than N/2. That
class is the median class.

Step 3 Then median is evaluated by an interpolation formula

h

Median =1 +
f

N C
(5—)

Where, | = lower limit of the median class
N= Number of observations
C = cumulative frequency of the class proceeding to the median class
f = frequency of the median class
h= magnitude of the median class
Note: Graphically, we can find the median by histogram.
Use of median:
e Qualitative data can be arranged in ascending or descending order of magnitude.
e Find average intelligence, honesty, etc.
Merits of median:
e ltisrigidly defined.
e ltis not affected by extreme values.
e |t can be located graphically.
e |t can be calculated for open end class frequency distribution.
e It can be calculated for data based on an ordinal scale.

Demerits of median:
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e Itis not based on all observations.

e The calculation is more complex than the mean.

e It is not capable of further mathematical treatment.

e Ascompared to the mean, it is much affected by sampling fluctuations.

2.3. Mode:
Mode is defined as the value that occurs most frequently in the data. If in the data sets each
observation occurs only once, then it does not have mode. When the data set has two or more
values equal to the highest frequency than two or more mode are present in the datasets.
Mode for ungroup frequency data: The observation which has the highest frequency in the
data sets.
Mode for group (equal width) frequency data:
Step 1 ldentify the modal class. Modal class is the class with the largest frequency.

Step 2 Find mode by using interpolated formula.
h(fo — f-1)
(fo—f~1) — (i — fo)

Where, [ = lower limit of the modal class

mode =1 +

fo = frequency of the modal class
f—1=frequency of the preceding modal class
f1= frequency of the succeeding modal class
h=magnitude of the modal class
Note: Graphically, we can find mode by histogram.
Use of mode:
e To find ideal consumer preferences for different kinds of products.
e The best measure for the average size of shoes or shirts.
Merits of mode:
e It is not affected by extreme values.
e It can be located graphically.
e |t can be calculated for open end class frequency distribution.
e It can be calculated for data based on a nominal scale.
Demerits of mode:
e Itisill-defined.
e Itis not based on all observations.

e The calculation is more complex than the mean.
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e It is not capable of further mathematical treatment.

e Ascompare to the mean, it is much affected by sampling fluctuations.

Quartiles: Quartiles are the three points that divide the whole data into four equal parts.

Q; =1 _
+f( )

Deciles: Deciles are the nine points that divide the whole data into ten equal parts.

(— —-0)
f
Percentiles: Percentiles are the ninety-nine point that divides the whole data into hundreds of
equal parts.
P, =1 ——C
T f (100 )

Note: Median = 2nd Quartles = 5th Deciles = 50th Percentiles
Empirical formula between mean median and mode: If the data sets are asymmetric in
nature, then

Mean — Mode = 3(Mean — Median)

The best measure of central tendency:
According to prof. Yule, Mean is the best measure of central tendency. But there are some

situations where the other measures of central tendency are preferred.

Scale Use measure Best measure

] Symmetrical data: Mean
Interval | Mean, Median, Mode ] _
Asymmetrical data: Median

] ] Symmetrical data: Mean
Ratio | Mean, Median, Mode ) )
Asymmetrical data: Median
Ordinal Median, Mode Median

Nominal Mode Mode

3. Measure of Dispersion
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The measure of central tendency such as mean, median, and mode only locate the center of the
data. It does not infer anything about the spread of the data. Two data sets can have the same
mean but they can be entirely different.

Data 1 38 42 41 44 45

Data 2 50 53 41 35 31

In the above example, two datasets have the same mean. So measures of central tendency are
not adequate to describe data. Thus to describe data, one needs to know the measure of
scatterness of observations. Dispersion is defined as deviation or scatterness of observations
from their central values.

Various measure of dispersion are:

Measure of
dispersion
Absolute
Raﬁge Quartile Mean : Stan'dard .
deviation  absoluted ~ VarMance 4 liation Relative
eviation
Co-efficient of Co-efficient of Coefficientof  ~ triiant of
range interquartile range der\?ii;?on variance

3.1.Range (R):
Range is the simplest measure of dispersion. It is defined as the difference between the highest
value and lowest value of the variable. It is a crude measure of dispersion.

Range = highest value (H) — lowest value (L)

Merits of range:

e Itis easy to understand and calculate.

e It is not affected by frequency of the data.
Demerits of range:

e It does not depend on all observations.

e Itis very much affected by the extreme items.

e It cannot be calculated from open-end class intervals.

e Itis not suitable for further mathematical treatment.

e [t is the most unreliable measure of dispersion.
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3.2. Quartile deviation (Q.D.):
Interquartile range is the difference between the first and third quartile. Hence the interquartile
range describes the middle 50% of observations.
Inter quartile range = Q3 — Q1

Where,

Q3= first quartile of the data

Q!= third quartile of the data
Quiartile deviation (Q.D.) is the half of the interquartile range.

Q3 - Q1

Quartile deviation (Q.D.) = >

Merits of Quartile deviation:

e |tis easy to understand and calculate.

e Itis not affected by extreme values

e |t can be calculated for open end frequency data
Demerits of Quartile deviation:

e |t does not depend on all observations.

e [t is not suitable for further mathematical treatment.

e Itis very much affected by sampling fluctuations.

3.3. Mean absolute deviation (MAD):
The absolute deviation of each value from the central value (mean is preferable) is calculated
and the arithmetic mean of these deviations is called mean absolute deviation.
For non-frequency data: Let X, X5, ..., X,, are the n observations of a data set. The mean

absolute deviation (MAD) about A is given by

MAD, = =1 |Xi — 4]
A n
The mean absolute deviation (MAD) about mean is given by
MAD- — =1 X — X
X n

For frequency data: Let X,, X,, ..., X,, are observations with corresponding frequencies are
fi, for -, fn@nd Y72, fi = N. The mean absolute deviation (MAD) about A is given by
i=1 filXi — Al
N
The mean absolute deviation (MAD) about mean is given by

MADA =
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. filX: = X|

MADy = N

Merits of mean absolute deviation about mean:
e |tis easy to understand and calculate.
e |tis based on all observations.
Demerits of mean absolute deviation about mean:
e [t is not suitable for further mathematical treatment.
e [t does not take the sign of deviation under consideration.

e Itis affected by extreme values.

3.4. Standard deviation (S.D.):
It is the best measure and the most commonly used measure of dispersion. It is defined as the
positive square-root of the arithmetic mean of the square of the deviations of the given
observation from their arithmetic mean. It takes into consideration the magnitude of all the
observations and gives the minimum value of dispersion possible. It is also known as Root
Mean Square Deviation about mean.
For non-frequency data: Let X3, X,, ..., X, are the n observation of a data set. The standard

deviation A is given by

n

For frequency data: Let X;, X,, ..., X,, are observations with corresponding frequencies are
fir for oo fnand X1 f; = N. The standard deviation is given by

_ 2R X - X)?
o [

Properties of standard deviation:
e Itis the independent of the change of origin but dependent on the change of scale
Let U = a + hX, then sd(U) = |h| * sd(x)
e If all observations are equal standard deviation is zero.
e Itis never less than the quartile deviation and mean absolute deviation.
Merits of standard deviation:

e |tis based on all observations.
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e Itis less affected by extreme values.

e Itis suitable for further mathematical treatment.
Demerits of standard deviation:

e Itis suitable for further mathematical treatment.

e |t does not take the sign of deviation under consideration.

e |tis affected by extreme values.

e |t cannot be computed for open-end class data.

3.5. Variance
It is defined as the square of the standard deviation. Unit of the variance is the square of
the actual observations, whereas unit of the standard deviation is same as actual

observations.

Relations between R, Q.D., M.D. and S.D.

15
9QD = —-MD = 6SD =R

3.6.Coefficient of Variation (CV):
The Coefficient of variation for a data set defined as the ratio of the standard deviation to the

mean and expressed in percentage.

CV = * 100%

mean
C.V is the relative measure of dispersion. It is the best measure among all the relative measure

of dispersion. C.V is used to compare variability or consistency between two or more data
series. If C.V. is greater indicate that the group is more variable, less stable, less uniform and
less consistent. If the C.V. is less, it indicates that the group is less variable or more stable or
more uniform and more consistent.

Example: Consider the data on score of Kohli and Smith in ODI cricket. The mean and
standard deviation for Kohli are 55 and 5 respectively. The mean and standard deviation for
Smith are 50 and 10 respectively. Find C.V. value for both the data and make compare them.

Solution:

For Kohli, ¢V = %* 100 = 9%

For Smith, CV = % +100 = 20%
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The Smith is subject to more variation in score than Kohli. So Kohli is more consistent than
Smith.

3.6.Coefficient of range = g * 100%

3.7. Coefficient of inter quartile range = gz;gi * 100%

. . . s MAD
3.8.Coefficient of mean deviation = ——— *100%
averave from which it is calculated

Numerical Examples: The marks of 10 students in statistics examination are as follows:
10,12,15,12,16,20,13,17,15,15

Find mean, median, mode, range and standard deviation.

Solution:
Xi fi fi Xi f, X;—X) (X; — X)? fi (X; — X)?
10 1 10 -4.5 20.25 20.25
12 2 24 -5 6.25 12.5
13 1 13 -1.5 2.25 2.25
15 3 45 1.5 0.25 0.75
16 1 16 1.5 2.25 2.25
17 1 17 2.5 6.25 6.25
20 1 20 5.5 30.25 30.25
Total 10 145 67.75 74.5

145
mean = —~ = 14.5

median = 15
mode = 15
range = 20 —10 =10
SD =22 =745
4. Skewness and kurtosis:
We have discussed measures of central tendency and measure of dispersion which describe the
location and scale parameter of the data sets. They do not give any idea about the shape of the

data structure. The measure of skewness and kurtosis illustrate the shape of the data sets. The
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measure of skewness gives the direction and the magnitude of the lack of symmetry and the
measure of kurtosis gives the idea of the flatness of the curve.

4.1. Skewness
Skewness measures the degree of asymmetry of the data. Skewness refers to the lack of
symmetry.
Skewness is mainly three types: Positive skewness, Negative skewness, and Symmetric data.
Positive Skewness:
A data is said to be positive skew if the long tail is on the right side of the peak. The mean is
on the right of the peak value. Here Mean > Median > Mode.
Negative Skewness:
A data is said to be negative skew if the long tail is on the left side of the peak. The mean is on
the left of the peak value. Here Mean < Median < Mode.
Symmetric
The symmetrical distribution has zero skewness as all measures of a central tendency lies in
the middle. When data is symmetrically distributed, the left-hand side, and right-hand side,

contain the same number of observations. Here Mean = Median = Mode.

Symmetric

Positively Skewed Negetively Skewed

N

Figure 1. Skewness

The measure of Skewness:

Mean — Mode

Pearson’s first coefficient = —
Standard Deviation

. 3 (Mean — Median)
Pearson’s second coefficient =

Standard Deviation

14
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Interpretation:
1. If Sk =0, then the frequency distribution is normal and symmetrical.
2. If Sk > 0, then the frequency distribution is positively skewed.
3. If Sk < 0, then the frequency distribution is negatively skewed.

4.2.Kurtosis
Kurtosis is a measure of whether the data are heavy-tailed or light-tailed relative to a normal
distribution. That is, data sets with high kurtosis tend to have heavy tails or outliers. Data sets
with low kurtosis tend to have light tails or lack of outliers. A uniform distribution would be
the extreme case.
Types of kurtosis: Leptokurtic or heavy-tailed distribution, Mesokurtic, Platykurtic or short-
tailed distribution
Leptokurtic
Leptokurtic indicates that distribution is peaked and possesses thick tails.
Platykurtic
Platykurtic having a lower tail and stretched around center tails means most of the data points
are present in high proximity with mean. A platykurtic distribution is a flatter (less peaked)
when compared with the normal distribution.
Mesokurtic
Mesokurtic is the same as the normal distribution. In Mesokurtic, distributions are moderate in

breadth, and curves are a medium peaked height.

Leptokurtic >3

AN

Mesokurtic=3

Platykurtic <3

Figure 2. Kurtosis

_a\4
Measurement of Kurtosis (8,) = ﬁﬂy;—‘;y) V2= P—3
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5. Data presentation

There are three broad ways of presenting data. These are Textual presentation, Tabular
presentation, and Graphic or diagrammatic presentation. We discussed only a few important
diagrammatic presentations of data.

Non dimensional diagram  Pictograms
Two dimensional diagram  Bar diagrams, Pie diagrams, Histograms, Box Plot

Three dimensional diagram Cubes, Cylinders diagrams

5.1.Bar Diagram
5.1.1. Simple Bar Diagram

If the classification is based on attributes and if the attributes are to be compared with respect
to a single character we use a simple bar diagram. Simple bar diagrams consist of vertical bars
of equal width. The heights of these bars are proportional to the volume or magnitude of the
attribute. All bars stand on the same baseline. The bars are separated from each other by equal
intervals. The bars may be colored or marked.

5.1.2. Multiple bar diagram

If the data is classified by attributes and if two or more characters or groups are to be compared
within each attribute we use multiple bar diagrams. If only two characters are to be compared
within each attribute, then the resultant bar diagram used is known as the double bar diagram.
The multiple bar diagram is simply the extension of a simple bar diagram. For each attribute,
two or more bars representing separate characters or groups are to be placed side by side. Each
bar within an attribute will be marked or colored differently in order to distinguish them. The
same type of marking or coloring should be done under each attribute. A footnote has to be

given explaining the markings or colorings.

5.1.3. Component bar diagram

This is also called a subdivided bar diagram. Instead of placing the bars for each component
side by side, we may place this one on top of the other. This will result in a component bar

diagram.
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5.2. Histogram

Histograms is suitable for continuous class frequency distribution. We mark off class intervals
along the x-axis and frequencies (frequency density for unequal frequency data) along the y-

axis.

e For equal class intervals, the heights of the rectangles will be proportional to the
frequencies, while for unequal class intervals, the heights will be equal (or proportional)
to the frequency densities.

e A frequency polygon is a line graph obtained by connecting the midpoints of the tops

of the rectangles in the histogram.

Table 1. Differences between bar diagrams and histograms

Characteristics Bar Diagrams Histograms
Frequency is measured by | Height of the bar Area of the bar
Gaps between the bars Yes No

Width of the bar Equal May not be equal
Data types Discrete and Continuous | Continuous only

5.3. Pie diagrams

When we are interested in the relative importance of the different components of a single factor,
we use pie diagrams. For the pie diagram, one circle is used and the area enclosed by it being
taken as 100. It is then divided into a number of sectors by drawing angles at the center, the

area of each sector representing the corresponding percentage.

5.4. Box Plot

Minimum, maximum, and quartiles (Q1, Median, Qs) together provide information on the center
and variation of the variable in a nice compact way. Written in increasing order, they comprise
what is called the five-number summary of the variable. A boxplot is based on the five-number
summary and can be used to provide a graphical display of the center and variation of the
observed values of the variable in a data set. It can tell you about your outliers and what their
values are. It can also tell you if your data is symmetrical, how tightly your data is grouped,
and if and how your data is skewed.

N.B: Examples of graphical presentation have been given in our basic statistics with excel

manual.
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6. Robust Estimate of Mean and Standard Deviation
The mean and standard deviation provides a correct estimation only if the variable is normally
distributed and without outliers. If the variable is skewed and/or has outliers, the mean and
standard deviation will be excessively influenced by the extreme observations and provide
faulty statistics of data. There are many alternatives to the mean and standard deviation.
Alternatives to the mean include the well-known median and trimmed mean, Winsorized mean,
and M-estimators and for standard deviation, the alternatives include the Inter-Quartile Range
(IQR) and the Median Absolute Deviation (MAD), Trimmed standard deviation, the Winsorized
standard deviation, and M-estimators. Median, IQR, MAD are already discussed in the previous
section in detail. Here we only discussed the trimmed, Winsorized, and M estimators for mean
and standard deviation.

6.1. Trimmed Mean and Standard Deviation
A trimmed mean and standard deviation is similar to a “regular” mean but it trims any outliers
from both the side. To obtain the 20% trimmed mean, the 20% lowest and 20 % highest values
are removed and the mean is computed on the remaining observations. In our example, these
values will be: 4, 4, 5,5, 6, 6, and the 20% trimmed mean will be equal to 5.

6.2. Winsorized Mean and Standard Deviation
The Winsorized technique is similar to the trimmed technique but the lowest (resp. highest)
values are not removed but replaced by the lowest (resp. highest) untrimmed score. In our
example, the values of the variables, also called Winsorized scores, will then be: 4, 4, 4, 4, 5,
5, 6, 6, 6, 6, and the 20% Winsorized mean will be equal to 5.

6.3. M estimators
The trimmed mean all either take or drop observations. As for the Winsorized mean, it replaces
values with less extreme values. In contrast, the M-estimators, weight each observation
according to a function selected for its special properties. The weights depend on a constant
that can be chosen by the researcher. The M-estimator solves this problem of assigning a zero
value to many observations by downweighting the observations progressively. The only aspect
of the M-estimator that could worry substantive researchers is that one must choose the degree

of downweighting of the observations.
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AN INTRODUCTION TO DATA ANALYSIS USING MS-EXCEL

Upendra Kumar Pradhan
ICAR-Indian Agricultural Statistics Research Institute
Library Avenue, New Delhi - 110 012
Upendra.Pradhan@icar.gov.in

1. Introduction
Microsoft Excel is a spreadsheet program. The term Excel means superior than any other
to organizing data. Microsoft Excel is an excellent program for organizing, formatting
and calculating any type of data. Excel displays data in a row-and-column format, with
gridlines between the rows and columns, similar to accounting ledger books or graph
paper. There are different version of excel are available, mainly 3.0, 3.1, 5.0, 95, 97,
2000, XP, 2003, 2007, 2010, 2013, 2016 and 2019. An Excel workbook file can have
multiple plies or worksheets. One can navigate through these separate worksheets by
clicking on the tabs at the bottom of the workbook. Spreadsheets consist of rows and
columns. There are a total of 1,048,576 rows by 16,384 columns present in a spreadsheet.
The intersection of a row and a column is called a cell. By convention we refer to the
column number first and the row number second. A cell in a worksheet can contain any
combination of the following kinds of information:

v" numbers

v text

v formulas

v" built-in functions

v’ pointers to other cells
If you are entering text or numbers, you can just type those directly into the cell or the
Formula Bar. If you are entering a formula, function, or pointer, you signal to Excel that
you are not entering text or a number by preceding your entry with an equal sign (=).
You can format the contents of cells by changing fonts, colours, borders, and other
features. Right click on the cell or range to see the context-sensitive menu and then select
Format Cells. It is also possible to embellish a worksheet by adding elements that are
not attached to any specific cell. These include charts and graphs, clip art or other
graphics, text boxes, drawings, word art, equations, and many other kinds of objects.

You can enter information into a cell of a worksheet in two different ways. You have to
just type information directly into the cells of the worksheet or select the cell and then
type into the formula bar. As an alternative, you can also use Excel’s default data form.
Assume that you have the following information and want to enter it into your worksheet.

Table-1
Name | Variable 1 | Variable2 | variable3
Lyle 88 92 89
Jorge 78 62 78
Bill 34 87 62
Bob 76 82 32
Jim 66 88 64

2. Data Structures and Descriptive Statistics
Excel provides many built-in functions and tools for data management and statistical
analysis. Let us begin our exploration with a very useful tool called AutoSum. The
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AutoSum Tool does much more than just add or average numbers. It provides the
following summary statistics for a selected range of data.

=  Sum

= Average

= Count

=  Minimum
= Maximum

Return to the data from Table 1. Add a column for the individual averages and a row for
the variable averages. Select the entire range of data and the empty row and column
adjacent to the data as appeared below

H ©- = descriptive_stats [Compatibility Mode] - Excel ? B - A X
HOME INSERT PAGE LAYOUT FORMULAS DATA REVIEW VIEW Sign in

"'D X MS Sans Serif Ju e s == _ B é’f General - Conditional Farmatting ~ liE"-‘“hq;er‘t M E 2 ’éY'

. Em - 0.0 GFDrmatasTﬂh\E' &7 Delete - Z Sum

aste - | BE . - P =E=E=Es - ey B

. ~ B I U = o- A sS==€% 5 N [iZ7 Cell Styles ~ [=] Format = Average

Clipboard = Font [F] Alignment & Mumber & Styles Cells Count Numbers
110 - f Max

Min
A B c D E F G H 1 J K L i

1 Name Variable |Variable]variableyPerson Avg More Eunctions...
2 Lyle 88 92 89

3 Jorge 78 62 78

4 Eill 34 87 62

5 Bob 76 82 32

B Jim 66 88 64

7 | Variable Avg

il

9
mj L1
12
13
14
15
16 -

DESCRIPTIVE_STATS | Sheetl ® < v

READY H P -——F——+  100%

Select the dropdown arrow beside the AutoSum icon (the Greek sigma) in the standard
Toolbar. Select Average and all the averages will be calculated at the same time.

H - = descriptive_stats [Compatibility Mode] - Bxcel 2 B - 0O %
HOME INSERT PAGE LAYOUT FORMULAS DATA REVIEW VIEW Sign in
-E-D X% Times NewRoma <12 | A" &7 == _ ®- = General - | FZ) Conditional Farmatting = %ﬂlnsert - v hve
o B ~ B2 - 95 »  [EFFormatas Table~ =X Delete ~ [~ i -
aste - - . B EEr = Py
e~ B I U E- b-A- SEEEE B ogn 57 Cell Styles - & Format = & -
Clipboard s Font I Alignment = Mumber = Styles Cells Editing ~
B2 - S || &8 v
A B C D E F G H | J K L bl [N
1 Name Variable | Variable]variablej Person Avg
2 Lvle £8 o2 89 B89.66EG7F
3 Jorge 78 62 78 72 BREGT
4 Bill 34 87 62 61
5 Bob 76 82 32 £3.33333
[ Jim 66 88 64 72.66B67
7 | Variable Avg 68.4 g2.2 B5  71.86667
g
9
10
11
12
13
14
15
16 -
DESCRIPTIVE_STATS Sheetl ® f] v

AVERAGE: 71.86666667 COUNT: 24 SUM: 1724.8 i3] ]
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Many additional statistical functions are available via the Insert Function command.
Select Insert, Formulas, click on fx in the formula bar, or select More Functions from
the AutoSum menu. The Insert Function menu appears below.

maE s

IOME NS PAGELGOUT | FORWUS | AW REAEN  vew

\\\\\\\\\\\\\\

DESCRPTIVE STATS % : :
[T HOW W -————+ ron

There are many Excel add-ins and macros available that provide increased statistical
functionality. We will concern ourselves with only one of these, the Analysis ToolPak
provided by Microsoft with the Excel program. The Analysis ToolPak comes with Excel,
but is not installed by default. To install the Analysis ToolPak, click the Microsoft Office
Button, and then click Excel Options. Click Add-ins, and then in the Manage box,
select Excel Add-ins. Click Go. In the Add-Ins available box, select the Analysis
ToolPak checkbox, and then click OK. After you have installed the Analysis ToolPak,
there will be a Data Analysis option available in the Data menu. Let us consider an
example to perform the analysis using Analysis ToolPak.

Example-1 : An experiment was conducted to study the hybrid seed production
of bottle gourd (Lagenaria siceraria (Mol) Standl) Cv. Pusa hybrid-3 under open field
conditions during Kharif-2005 at Indian Agricultural Research Institute, New Delhi. The
main aim of the investigation was to compare natural pollination {the male flowers
pinched from the seed parent before the anthesis regularly with utmost care to avoid the
chance selfing. The pollination is carried out by the natural pollinating agent} and hand
pollination {the male flowers also pinched from the seed parent before the anthesis
regularly. The female buds are covered with butter paper bag which contain 5-6 tiny
hole to felicitate the ventilation and to avoid the built up of high temperature in size
the butter paper bag. The butter paper bag is clipped/stippled. On the same day the male
bud at pollen parent (male plant) are also covered with butter paper bag. On the next day
the male bud are removed and the anthers are rubbed gently over all the three lobes.
The female flower is again covered with butter paper bag and label is placed over the
peduncle of pollinated female flower (plate 4, 5, 6 &7). The pollination is performed at
noon  (1-3pm)} under  field conditions.  The data were  collected on
10 randomly selected plants from each of natural pollination and hand pollination on
number of fruit set for the period of 45 days, fruit weight (kg), seed yield per plant (g)
and seedling length (cm). The data obtained is as given below:
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Group | Number of Fruit set | Fruit weight | seed yield per plant seedling length
1 7 1.85 147.7 16.86
1 7 1.86 136.86 16.77
1 6 1.83 149.97 16.35
1 7 1.89 172.33 18.26
1 7 1.8 144.46 17.9
1 6 1.88 138.3 16.95
1 7 1.89 150.58 18.15
1 7 1.79 140.99 18.86
1 6 1.85 140.57 18.39
1 7 1.84 138.33 18.58
2 6.3 2.58 224.26 18.18
2 6.7 2.74 197.5 18.07
2 7.3 2.58 230.34 19.07
2 8 2.62 217.05 19
2 8 2.68 233.84 18
2 8 2.56 216.52 18.49
2 7.7 2.34 211.93 17.45
2 7.7 2.67 210.37 18.97
2 7 2.45 199.87 19.31
2 7.3 2.44 214.3 19.36

{Here 1 denotes natural pollination and 2 denotes the hand pollination}

Descriptive Statistics in the Analysis ToolPak
The “Descriptive Statistics” analysis tool generates a report of univariate Statistics for
data in the input range, which includes information about the central tendency and
variability of the entered data. From example-1 let us calculate Descriptive statistics for

the characters such as Number of fruit set and Fruit weight of all.

The dialog box for the Descriptive Statistics tool is shown below. To access this tool,
select Data, Data Analysis, and Descriptive Statistics. Select the desired range, or type
in the name of the selected range.

INSERT PAGE LAYOUT

FORMULAS

Sort & Filter

DATA REVIEW

VIEW

Data Toals

DESCRIPTIVE_STATS

A =] o] [n] = - 81 e b
Group Number of | Fruit weigh seed vield edling leng Descriptive Statistics ? b's

7 .85 147.7 86 Input
7 B 36.66 771 | Input Range: sBS1:sCs2i| S
B 3 49.97 35 Cancel
? E] 7233 2B Grouped By: @) Columns
7 1.8 4448 K] O Rows Help
3 a8 138.3 5 [ Labels in first row
7 .89 50.58 15
7 .79 40.99 .66 Output options
8 -85 40.57 -39] | O output Range: S
7 4 38.33 Ii)

53 B 24.28 8l | @

6.7 4 1875 7| | © Mew Workbaok

73 i 30.34 7 Summary
g S 17 z 2 Confidence Level for Mean: 95 %
B 56 52 549 Kth Largest: 1

7 34 a3 7.45 Kth Smallest: 1

i 7 7 a7
7 45 7 1

73 44 43 36

= Data Analysis
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The summary output from the descriptive statistics tool appears as.

H ©- = descriptive_stats [Compatibility Maode] - Excel ?T H - 0O X
HOME  INSERT  PAGELAYOUT  FORMULAS  DATA  REVIEW  VIEW Sign in
‘D X TimesNewRoma = [12 = A A = = — & = General - |:'.=|g| D D E“’Inzert - x- %Y H
Paste E@ : by =E==&EE 5 o, o <o 00 Conditional FDrr;ta'- él £ Delete ~ ‘ Sort & Find &
T s BT U-H- AT EE=EEE ’ TR ating - Table- Styles- Z1Formatt & fie Gelect-
Clipboard Font I Alignment A Number A Styles Cells Editing ~
cs - v || Median v
A B C D E F G H J -
1 Number of Fruit set Fruit weight
2
31 |Mean 7.05 Mean 2207
4 |Standard Error 0.14226 Standard Error 0.084701022
5 |I\Iedian 7| Median | 2115
& |Mode 7 Mode 185
7 |Standard Deviation 0.63619 Standard Deviation 0.378794487
& |Sample Variance 0.40474 Sample Variance 0.143485263
9 |Kurtosis -0.5465 Kurtosis -1.99031995
10 |Skewness -0.1785 Skewness 0.139517118
11 Range 2 Range 095
12 | Minimum 6 Minimum 1.79
13  Maximum 8 Maximum 274
14 | Sum 141 Sum 4414
15 | Count 20 Count 20
16 |Confidence Level(95.0%) 0.29775 Confidence Level(95.0%) 0.177281277
17
18
13
20 -
Sheet5 Sheetd DESCRIPTIVE_STATS l?l [l *
READY H M -—F—+ 100%

3. Tests of Significance Based on T — Distribution
3.1. One-Sample t Test
The one-sample t test compares a given sample mean X to a known or hypothesized
value of the population mean p, when the population standard deviation o is unknown..
Excel does not have a built-in one-sample t test. However, the use of Excel functions and
formulas makes the computations quite simple. The value of t can be calculated from the
simple formula:
X —up

Sx
Where X is the sample mean, i, is the known or hypothesized population mean and s
is the standard error of mean which is

t =

SXZ
Sg = |—

n n

SX

Where n denote the sample size. From example-1 to test whether the mean of the
population of Seed yield/plant (g) is 200 or not one can use the following steps in MS-
EXCEL.:

First compute sample mean and sample variance and then compute the test statistic.
Sample mean and sample standard deviation can be obtained using functions
“AVERAGE” and “STDEV” of MS-EXCEL as follows
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Ho o -
HOME INSERT PAGE LAYOUT FORMULAS DATA REVIEW VIEW Sign in
c‘{, o ® General = Conditional Formatting Insert Z -
- Egy - % Format as Table Delete i -
o booon 0 Cell Styles Format & -
Clipboard & Font Alignment Mumber Styles Cells Editing A
SUM - X o Jr| =AVERAGE(DZ:D21 v
A B C D E F G H J K. L [«
1 [Group | Number of FrifFruit weight(d seed vield per plant(Kd seedling length(Cm)
2 1 7 1.85 147.7 16.86
3 1 7 1.86 136.56 16.77
4 1 B 1.83 149.97 16.35
] 1 7 1.84 172.33 18.26
b 1 7 1.8 144.46 17.9
7 1 [ 1.88 1383 16.95
i 1 7 1.89 150.58 1615
9 1 7 1.74 140.99 18.86
10 1 1] 1.85 140,57 1639
1 1 7 1.84 13833 1858
12 2 6.3 st 224.26 1818
13 2 6.7 2.4 1875 18.07
14 2 7.3 st 230.34 18.07
15 2 8 262 217.05 19
16 2 ] 2.68 233.64 14
17 2 g 256 216.52 1649
18 2 7.7 2.34 211.93 17.45
14 2 77 267 210,37 16497
20 2 7 245 199.57 19.31
21 2 73 244 214.3 1936
22| =AVERAGE(D2:D21|
23 AVERAGE(number1, [number?], ..}
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And the sample standard deviation comes from the function “STDEV”.
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Null hypothesis for this example is Ho: mean=200, therefore the test value is 200.

We now compute the value of test statistics as here n=20, sample mean =180.80, test
value=200 and sample standard deviation = 37.31.
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22 1 180.8035l

23 1 3730011111

24 =(L22-200 EID23,-"SORT(2E|))

25 T

2h

a7 -

DESCRIPTIVE_STATS Sheetl 4 3

Computed t-value= -2.30; Modulus value of the computed t-value is 2.30.

To find the p-value, use “TDIST” function by giving = TDIST(X, degrees of freedom,
tail).

1. X'is the modulus value of the computed t-value i.e., 2.30
2. Type in the df = n — 1=20-1=19
3. If tails = 1, TDIST returns the one-tailed distribution. If tails = 2, TDIST
returns the two-tailed distribution. In our case it is the
two-tailed distribution i.e., 2.
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Therefore the p-value= 0.03

3.2. Independent-Samples t Test

The independent-samples t test compares the means from two separate samples. It is not
required that the two samples have the same number of observations. The Analysis
ToolPak performs both one and two-tailed independent-samples t tests.

From example-1 one want to test whether the natural pollination and hand pollination
under open field conditions are equally effective or are significantly different. To answer
the question we follow the following steps:

Once the data entry is complete, Choose Tools from the Menu Bar. Now select Data —
Data Analysis...

In the Data Analysis dialog box select t-Test: Two-Sample Assuming Equal Variance.
This selection displays the following screen.
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Click OK. This displays the dialog box for the analysis of t-Test: Two-Sample
Assuming Equal Variance
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For the two groups select the variable number of fruit Set (45days) and select the range
for Variable 1 Range: and Variable 2 Range: in the Input box. Now select Output
Range: to get the output. This displays the following screen.
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Click OK to get the output at the selected output range.
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Similarly one can perform the analysis for the other variables also.

For the analysis of t-Test: Two-Sample Assuming Unequal Variances, in the Data
Analysis dialog box select t-Test: Two-Sample Assuming unequal Variance.
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This selection displays the following screen.
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For the two groups select the variable no. of fruit Set (45days) and select the range for
Variable 1 Range: and Variable 2 Range: in the Input box. Now select Output Range: to
get the output. This displays the following screen
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Click OK to get the output at the selected output range
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Similarly one can perform the analysis for the other variables also.

3.3. Paired-Samples t Test
The dependent or paired-samples t test is applied to data in which the observations from
one sample are paired with or linked to the observations in the second sample.
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To conduct the analysis, select Data, Data Analysis, t-Test: Paired Two Sample for
Means. The dialog box is shown in below image. Enter the Variablel and Variable2
ranges as shown. You may place the output in a new worksheet ply or in the same
worksheet as the data.
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The calculated t statistic is —3.398 indicate that the Time2 ATS score is significantly
higher than the ATS score for Timel. The statistics course led to significantly more
positive attitudes toward statistics, t(14) = -3.398, p =.002, one-tailed.
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4. Correlation and Regression
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To find the Pearson correlation between two variables, you may use the built-in function
CORREL (Arrayl, Array2). You can also derive an inter correlation matrix for two or
more variables by using the Correlation tool in the Analysis ToolPak. However, the
Regression tool in the Analysis Tool Pak supplies the value of the correlation coefficient
and also conducts an analysis of variance of the significance of the regression. Excel’s
Regression tool performs both simple and multiple regression analyses. To perform
multiple regression analysis, supply the ranges of two or more predictor variables in the
dialog box for the Regression tool.

Example-2: The following data was collected through a pilot sample survey on Hybrid
Jowar crop on yield and biometrical characters. The biometrical characters were average
Plant Population (PP), average Plant Height (PH), average Number of Green Leaves
(NGL) and Yield (kg/plot).We will use the Regression tool in the Analysis ToolPak.

sn | pp ph ngl |yld |sn |pp ph ngl |yld
1 142 | 0525 | 8.2| 247 | 24| 55.55| 0.265 510.43
2 143 | 064 | 95| 476| 25| 88.44| 0.98 514.08
3 107 | 066 | 9.3 331 | 26| 9955| 0.645| 9.6 |2.83
4 78| 066| 75| 197 | 27| 6399 | 0.635| 5.6|257
5 100| 046 | 59| 134 | 2810177 0.29| 82742
6 86.5/0.345| 6.4 | 1.14| 29|13866| 0.72| 9.9|2.62
7| 1035| 086| 64| 15| 30| 90.22| 0.63| 84 2
8115599 | 033| 75| 203| 31| 76.92| 1.25| 7.3]|1.99
9| 80.88|0.285| 84| 254 | 32|126.22| 058 | 6.9|1.36
10 (109.77 | 059 |10.6| 49| 33| 80.36| 0.605| 6.8]|0.68
11| 61.77|0.265| 83| 291 | 34|150.23| 1.19| 8.8]|5.36
12| 79.11| 0.66|11.6| 2.76 | 35 56.5| 0.355| 9.7]212
13115599 | 042| 81| 059 ] 36 136 | 0.59]10.2 |4.16
14| 6181 | 034| 94084 | 37| 1445| 0.61| 9.8]|3.12
15 745| 063| 84| 3.87| 38|157.33| 0.605| 8.8]2.07
16 97 10.705| 7.2| 447 | 39| 91.99| 0.38| 7.7|1.17
17| 93.14| 0.68| 64| 331 | 40| 1215| 055| 7.7]|3.62
18 | 37.43|0.665| 84| 157 | 41 645| 032]| 5.7|0.67
19| 36.44|0.275| 74| 053 | 42 116 | 0.455| 6.8 3.05
20 51| 028| 74| 1.15| 43 77.5 0.72 118 | 1.7
21 104 | 0.28| 98| 1.08| 44| 70.43| 0.625| 10| 155
22 49| 049| 48| 183 | 45]133.77| 0535 | 9.3|3.28
23| 54.660.385| 55| 0.76| 46| 89.99| 0.49| 9.8 2.69

e Obtain correlation coefficient between each pair of the variables PP, PH, NGL and
yield.

e Fita multiple linear regression equation by taking yield as dependent variable and
biometrical characters as explanatory variables.

32



MS-Excel

Once the data entry is complete.To obtain the Correlation coefficient between each pair
of the variables click on Data->Data Analysis->correlation. The dialog box will
appear as below
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Click OK. This displays the dialog box for the analysis Correlation. For the two groups
select the variable number of fruit Set (45days) and select the range for Variable 1
Range: and Variable 2 Range: in the Input box. Now select Output Range: to get the
output. This displays the following screen.
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Click OK to get the output at the selected output range.
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Once the data entry is complete.To obtain the multiple regression analysis between Yield
as dependent variable and PP, Ph, ngl as independent variable, click on Data->Data
Analysis->Regression. The dialog box will appear as below
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Click Ok and select the range of dependent and independent variable. Also select a new
worksheet for the output. Then click OK.
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Click OK to get the output in a new worksheet.

COUNT: 46
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The value “Multiple R” is the Pearson product-moment correlation between dependent
and independent variables. The F-test of the significance of the multiple linear regression
is mathematically and statistically identical to the t-test of the significance of the
regression coefficient.

5. One-Way Between-Groups ANOVA

Excel’s Analysis ToolPak provides one-way between-groups analysis of variance
(ANOVA), one-way within-subjects (repeated measures) ANOVA, and two-way
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ANOVA for a balanced factorial design. The following hypothetical data will be used to
illustrate the one-way between-groups analysis of variance (ANOVA).

Example-3: {Nigam, A.K. and Gupta V.K., 1979, Handbook on Analysis of Agricultural
experiments, First Edition, I.A.S.R.1. Publication, New Delhi, pp16-20}.A feeding trial
with 3 feeds namely (i) Pasture(control), (ii) Pasture and Concentrates and (iii)
Pasture, Concentrates and Minerals was conducted at the Yellachihalli Sheep Farm,
Mysore, to study their effect on wool yield of Sheep. For this purpose twenty-five ewe
lambs were allotted at random to each of the three treatments and the three treatments
and the weight records of the total wool yield (in gms) of first two clipping were obtained.
The data for two lambs for feed 1, three for feed 2 and one for feed 3 are missing. The
details of the experiment are given below:
Yield (in gms)
FEED 1 FEED 2 FEED 3

850.50 510.30 992.25

453.60 963.90 850.50

878.85 652.05 1474.20

623.70 1020.60  510.30

510.30 878.85 850.50

765.45 567.00 793.80

680.40 680.40 453.60

595.35 538.65 935.55

538.65 567.00 1190.70

850.50 510.30 481.95

850.50 425.25 623.70

793.80 567.00 878.85

1020.60 623.70 1077.30

708.75 538.65 850.50

652.05 737.10 680.40

623.70 453.60 737.10

396.90 481.95 737.10

822.15 368.55 708.75

680.40 567.00 708.75

652.05 595.35 652.05

538.65 567.00 567.00

850.50 595.35 453.60

680.40 0 652.05

0 0 567.00

Where Feed 1- Pasture (control),
Feed 2- Pasture and Concentrates and
Feed 3- Pasture, Concentrates and Minerals.
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Perform the analysis of variance of the data to test whether there is any difference
between treatment effects.

To conduct the one-way ANOVA using the Analysis ToolPak, select Data, Data
Analysis. Select Anova: Single Factor. The dialog box will be displayed as follow
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Click OK. The ANOVA tool Dialog box appears. Provide the input range including the
column labels and click OK. The resulting descriptive statistics and ANOVA summary
table are shown in Table-11
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The resulting descriptive statistics and ANOVA summary table are shown in below
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The significant F-ratio indicates that there is a difference among the feed for the Yield.
Excel’s standard functions and the Analysis ToolPak do not allow posthoc comparisons,
but it is fairly easy to use Excel formulas to perform these comparisons.

6. Two-way ANOVA without Replication

The Analysis ToolPak tool that correctly performs one-way repeated-measures (within
subjects) ANOVA is enigmatically labeled “Anova: Two-Factor without Replication.”
This tool produces a summary table in which the subject (row) variable is the within
subjects source of variance, and the columns (conditions) factor is the between-groups
source of variance.

Example-4: An initial varietal trial (Late Sown, irrigated) was conducted to study the
performance of 20 new strains of mustard vis-a-vis four checks (Swarna Jyoti: ZC;
Vardan: NC; Varuna: NC; and Kranti: NC) using a Randomized complete Block Design
(RCB) design at Bhatinda with 3 replications. The seed yield in kg/ha was recorded. The
details of the experiment are given below:

Yield in kg/ha

) Replications
Strain Code
1 2 3

RK-04-3 MCN-04-110 1539.69 1412.35 1319.73
RK-04-4 MCN-04-111 1261.85 1065.05 1111.36
RGN-124 MCN-04-112 1389.19 1516.54 1203.97
HYT-27 MCN-04-113 1192.39 1215.55 1157.66
PBR-275 MCN-04-114 1250.27 1203.97 1366.04
HUJM-03-03 MCN-04-115 1296.58 1273.43 1308.16
RGN-123 MCN-04-116 1227.12 1018.74 937.71
BI10-13-01 MCN-04-117 1273.43 1157.66 1088.20
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RH-0115
RH-0213
NRCDR-05
NRC-323-1
RRN-596
RRN-597
CS-234-2
RM-109
BAUSM-2000
NPJ-99

SWARNA
JYOTI(ZC)

VARDAN(NC)
PR-2003-27
VARUNA(NC)
PR-2003-30
KRANTI-(NC)

MCN-04-118
MCN-04-119
MCN-04-120
MCN-04-121
MCN-04-122
MCN-04-123
MCN-04-124
MCN-04-125
MCN-04-126
MCN-04-127

MCN-04-128

MCN-04-129
MCN-04-130
MCN-04-131
MCN-04-132
MCN-04-133

MS-Excel

1180.82
1296.58
1122.93
1250.27
1180.82
1146.09
1574.42
914.55

891.40

1227.12

1389.19

1331.31
1250.27
717.75

1169.24
1203.97

1203.97
1458.65
1065.05
926.13

1053.47
1180.82
1412.35
972.44

937.71

1203.97

1180.82

1157.66
1250.27
740.90

1157.66
1296.58

Note: Strains of mustard in bold are the four checks.

1041.90
1250.27
1018.74
1030.32
717.75
856.67
1597.57
659.87
798.79
1389.19

1273.43

1180.82
1296.58
578.83

1111.36
1250.27

1. Perform the analysis of variance of the data to test whether there is any difference
between treatment effects.

To conduct the Two-way ANOVA, use the “Anova: Two-Factor without Replication
tool” in the Analysis ToolPak, as shown in Figure below.
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If you use data labels, be sure to include the column of code numbers in the input range.

It is the “rows” variable.
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13 bACH-04-124 157442 141236 1697 67
14 MCMN-04-1256 414565 g72.44 a1 R
20 MCMN-04-126 541.4 843771 7A88.79
21 bACH-04-127 1zz7.1z 1203.97 1389189
22 bACH-04-128 1389.19 1180.82 1273.43
23 bACHN-04-129 1331.31 1157 BB 118082
24 MCMN-04-130 125027 126027 129656
25 bACHN-04-131 71775 Z40.9 57883
26 MCMN-04-132 1169.24 1167 BE 1111.36
27 MACHN-04-133 120397 12596.68 126027
28

RED Sheet1

REVIEW VIEW
Data Tools Outline Analysis
G H | il [ L kA
Anova: Two-Factor Without Replication 7 >

Input
Input Range:
1 Labels

Alpha: |0.05

Output options
@ Qutput Range:
O Mew Waorkshest Ply:
O Mew Workbook

$B$3:5E527

SHS3

Cancel

Help

Sign in

The output is placed by default in a new worksheet ply, or optionally in the same
worksheet with the data. The ANOVA summary table copied from Excel appears screen.

H ©- = rbe1 [Compatibility Mode] - Excel ?2 H — MO %
HOME IMSERT PAGE LAYOUT FORMULAS DATA REVIEW VIEW Sign ir
B “; [=] Connections Y ET&I [E7 Flash Fill f-a  &BGroup - = Data Analysis
BB Remove Duplicates E% -~  &E Ungroup ~
Get External  Refresh Sort Filter Text to
Data - All- Y- Advanced  cplumns =5 Data Validation - Ef subtotal
Cennections Sort & Filter Data Tools Outline Analysis -~
G30 - b4
B c [m] E F G H | Jd kK L Il I~ -
2 Feplications
3 |Code Fepl Fepz Fep3 Anowa: Two-Factor Without Replication
4 [MCHN-04-170 1539.69 141235 1319.73
5 |MCHN-04-111 1261.85 1065.05 1111.36 SLAALETY e et Avsrsgse  VEvsroE |
B MCHN-04-112 138919 151654 120397 bACH-04-1 3 427177 1423923 12196.06
7 MCHN-04-113 1192.39 1215585 115766 PACH-04-1" 3 3438.26 1146.087 10587.02
8 [MCHN-04-114 1280.27 1203497 1366.04 bACH-04-1 3 4109.7 13699 24704.05
9 [ MCHN-04-115 1296.58 127343 130816 PACH-04-1" 3 35656 1188533 G§46.9684
10 | MCHN-04-116 122712 101874 937.71 bACH-04-1 3 382028 1273427 G965.845
11 | MCHN-04-117 127343 115766 1088.2 PACH-04-1" 3 3BFEA7 1292723 3126906 I
12 |MCN-04-118 1180.82 1203.97 1041.9 PACI-04-1" 3 3183.57 106119 22291.04
13 | MCH-04-119 1296.58 145865  1250.27 PACH-04-1" 3 3519.29 1173097 G75H6.256
14 | MCH-04-120 112293 106505 101874 bACH-04-1 3 342669 114223 7BE3ERZ
15 |MCH-04-121 1260.27 92613 103032 PACH-04-1" 3 40055 1335167 1197225
16 | MCH-04-122 1180.82  1053.47 71775 ACH-04-1; 3 3206.72 1063907 2725044
17 | MCH-04-123 1146.09 118082 8h6.67 PACH-04-10 3 3206.72 1068907 27383.38 I
18 |MCH-04-124 157442 141235 159757 FACH-04-10 3 2952.04 984.0133 LF226.63
19 | MCH-04-125 914.55 972,44 659.87 FACH-04-10 3 318358 1061193 31673.89
20 | MCHN-04-126 891.4 93771 785879 ACH-04-1; 3 458434 1528113 1018484
21 |MCH-04-127 122712 120397 1389.19 FACH-04-10 3 2546.86 848.9533 2765219
22 |MCHN-04-128 138919 118082 127343 ACH-04-1; 3 2627.9 87589667 5003.332
23 |MCH-04-129 133131 116766 118082 FACH-04-10 3 382028 1273427 10184.84
24 | MCHN-04-130 1260.27 125027 129658 PACH-04-1; 3 384344 1281147 10894917 [
25 | MCH-04-131 71775 7409 E78.83 PACH-04-1; 3 36BA.79 1223263 B8EI.E5S L
26 | MCH-04-132 1169.24 115766 111136 PACH-04-1: 3 379712 1265707 714872
27 |MCH-04-133 1203.97 128658 1250.27 PACH-04-11 3 203748 67916 7B683.562
28 PACH-04-1: 3 343826 1146087 9379301
29 bACH-04-11 3 378082 1260273 2144153
30
Eal -Rep'\ 24 29277.25 1219.885 34422.81 I
3z Repz 24 28061.74 1169239 32840349
33 Fepd 24 2654519 1106.05 62183.55
34
35
36 ANONWA
a7 e Gf B EE oy o A P A Aot
38 Fows 25141549 23 1093113 1085758 781E-12 1.766805
349 Columns 1561325 2 7B0BE.25 7754097 0.001253 3199582
40 Errar 463116.2 46 10067.74
41
az Total 3133408 71
43 -
RBD Sheetl 4 »
READY EH M -———+ 100%

The usual test of interest is the F-ratio for “Columns,” the treatment comparison. It is
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Typically of little interest to know whether the within-subjects or “Rows” F-ratio is
significant. This test is telling us what we already know—that different tratments have
different contribution towards yield.

7. Data Representation

Charts and graphs are easily constructed and modified in Excel, and can be displayed
Alongside the data for ease of visualization. The charts and graphs are dynamically
linked to the data, and update automatically when the data are modified.

Pie Charts

A pie chart divides a circle into relatively larger and smaller slices based on the relative
frequencies or percentages of observations in different categories. To construct a pie
chart in Excel, select the data, including the labels, and then select the chart icon in the
Standard Toolbar (or select Insert, Chart from the Menu Bar). From the Chart Wizard,
select Pie as the chart type and accept the defaults to place the new chart as an object in
the current worksheet. To add percentages or labels, you can right-click on the pie chart
and select “Format Data Series.” See the finished pie chart below

H - s rbd1 [Compatibility Mode] - Excel CHART TOOLS T EH - O %
FILE HOME INSERT PAGE LAYOUT FORMULAS DATA REVIEW VIEW DESIGN FORMAT Sign in|
Add Chart Quick  Change B 4 » - Switch Row/ Select Change Move
Element~ Layout~ Colors Column Data Chart Type Chart
Chart Layouts Chart Styles Data Type Location ~
Chart1 v I v
| A Il B Il C D E F G H J 8 L e
Quantity of Flour 30
Cluantity of Sugar 20
Cluantity of Egg 40
Quantity of Butter 10

Chart Title

: .

20 » Quantity of Flour = Quantity of Sugar Quantity of Egg  » Quantity of Butter

RBD | Sheetl | Sheet3 @ 1 3
AVERAGE 25 COUNT: 8 SUM: 100 B

Bar Charts

The same data will be used to produce a bar chart. Although Excel has a chart type
labeled “bar,” it is horizontal in layout and should generally be avoided. To generate a
bar chart in Excel, follow the steps above, but select “Column” as the chart type. You
may ornament the bar chart by varying the colors of the bars. To do so, right-click on
one of the bars and then select “Format Data Series.” Select the option “Vary colors by
point” under the Options tab
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H - &- = rbd1 [Compatibility Mode] - Excel CHART TOOLS 7 H - 0 X%
FILE HOME  INSERT  PAGELAYOUT ~ FORMULAS  DATA  REVIEW  VIEW DESIGN FORMAT Sign in

; — 1 B R @
1L e T | T RN R | L
Add Chart Quick  Change 1 l ! ' Switch Row/ Select Change Mave
Element ~ Layout~ Colors Column Data  Chart Type Chart

Chart Layouts Chart Styles Data Type Location ~

Chart 1 - Je

A B c D E F G H J K L b
subject  Istudent passed
Statistics 30
Bioinforme 2h
Computer 14

[v]

student passed E

20 Statistics Bioinformatics Computer

| RBD | sheetl | Sheets | Sheet4 ® I [

AVERAGE: Cl 18 SUM: 73 M -——+ 1%

Similarly we can construct Histograms, line graphs and scatter plots by using MS-Excel.
Also one can visualized multiple series data in a single chart
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1. Data sets:

Data Description: We have two quantative varibales (diameter and height) for four variables
(Var 1, var 2, var 3, and var 4) of forest plants.

H -2 -

File Home [MUESISM Pagelayout  Formulas D4

PivotTable Recommended Table Pictures Shapes lcons 3
PivotTables @ = Mad
Tables INustratio

Qs - f
A B C D

1 Variety Dbh(cm) Ht(m)

2 VAR1 1.05 2.20

3 VAR 1 1.00 2.18

4 VAR 0.90 2.15

5 VAR'1 0.70 2.40

6 VAR 1 091 2.00

7 VAR 1 0.63 2.06

8 [VAR 1 0.90 2.20

9 VAR 1 0.60 1.95

10 VAR 1 0.90 2.06

11 VAR 1 0.72 2.08

12 VAR 1 0.35 1.80

13 VAR 1 1.10 2.06

14 VAR 1 0.74 2.00

15 VAR 1 0.60 1.83

16 VAR 1 0.81 2.15

17 VAR 1 0.75 2.18

18 VAR 1 0.53 2.00

19 VAR 1 0.70 2.05

20 VAR 1 0.35 1.74

21 VAR 1 0.70 2.03

22 VAR 1 0.50 1.13

23 VAR 1 0.72 2.25

24 VAR 1 0.61 2.20

25 VAR 1 0.75 2.12

26 VAR 1 0.80 2.20

27 VAR 1 0.42 1.90

28 VAR 1 0.60 1.96

Here we are going to use the Data Analysis Tools Pack, Pivot Table and some inbuilt functions
of excel. We have enlisted and presented below.

2. Data Analysis Tools Pack
Add Data Analysis Tools Pack in excel

e Click the File tab, click Options, and then click the Add-Ins category.
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In the Manage box, select Excel Add-ins and then click Go.

In the Add-Ins box, check the Analysis ToolPak check box, and then click OK.

If Analysis ToolPak is not listed in the Add-Ins available box, click Browse to locate
it.

If you are prompted that the Analysis ToolPak is not currently installed on your

computer, click Yes to install it.

The Analysis ToolPak contains the following tools:

Correlation analysis tool

Covariance analysis tool

Descriptive Statistics analysis tool
Exponential Smoothing analysis tool
Fourier Analysis tool

F-Test: Two-Sample for Variances analysis tool
Histogram analysis tool

Moving Average analysis tool

Perform a t-Test analysis

Random Number Generation analysis tool
Rank and Percentile analysis tool
Regression analysis tool

Sampling analysis tool

z-Test: Two-Sample for Means analysis tool

In this practical, Descriptive Statistics analysis tool will be used. Steps are as follows

e On the Data tab, in the Analysis group, click Data Analysis.
e Select Descriptive Statistics and click OK.

Diata Analysis ? =
Analysis Tools
Anova: Two-Factor With Replication Fs

Anova: Two-Factor Without Replication Cancel

Caorrelation

Covariance

Help

Exponential Smoothing

F-Test Two-Sample for Variances

Fourier Analysis

Histogram

Maving Average b
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e Select the data range as the Input Range.
e Select the Output Range.
e Check in Summary statistics

e Click OK.

Descriptive Statistics ? d

Input

Input Range: 5$B51:5C5390 +

Grouped By: (®) Columns Cancel

(0 Rows Help

Labels in first row

Qutput options

Ogutput Range: *

@ Mew Worksheet Ply:

O Mew Workbook

Summary statistics

[“l:Confidence Level for Mean:i 95 £

[ kth Largest: 1

[] Kth Smallest: 1

Dbh{em) Ht(m)

Mean 0.664087404 Mean 1.919254499
Standard Error 0.01436742 Standard Error 0.014493563
Median 0.63 Median 1.95
Mode 0.7 Mode 2
Standard Deviation 0.283369822 Standard Deviation 0.285857743
Sample Variance 0.080298456 Sample Variance 0.081714649
Kurtosis 1.815086722 Kurtosis -0.475442555
Skewness 0.983837704 Skewness -0.277022703
Range 1.71 Range 1.53
Minimum 0.23 Minimum 1.08
Maximum 1.94 Maximum 2.61
Sum 258.33 Sum 746.59
Count 389 Count 389
Confidence Level(95.0%)  0.02824774 Confidence Level(35.0%)  0.028495749

3. Pivot Table

A PivotTable is a powerful tool to calculate, summarize, and analyze data that lets you see
comparisons, patterns, and trends in your data.

Steps to create a pivot table:

e Select the cells you want to create a PivotTable from.
e Then, Select Insert > PivotTable.

e Choose the data that you want to analyze, in Select a table or range.
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e Thenchoose where you want the PivotTable report to be placed, select New
worksheet to place the PivotTable in a new worksheet or Existing worksheet, and then
select the location you want the PivotTable to appear.

e Then select OK.

e After that build your pivot table.

e To add a field to your PivotTable, select the field name checkbox in the PivotTables
Fields pane.

e To move a field from one area to another, drag the field to the target area.

........

3 |Row Labels _|Sum of Dbh{cm) Sum of Ht{m)

4 VAR1 62.27 184.22

5 VAR2 49.48 150.01
6 VAR3 78.23 210
7 VAR4 68.35 202.36
8 Grand Total 258.33 746.59

g IR,
10
11
12
13
14
13
16

3 |Row Labels _|Average of Dbh(cm) Average of Ht(m)

4 VAR1 0.64 1.88
5 |VAR2 0.62 1.88
6 VAR3 0.73 1.96
7 VAR4 0.66 1.95

8 |Grand Total 0.66 1.92
9
10
1
12
13
14
15
16

= o o - 1 - an
M 5 ypereemonn oo @ « = B¢ o m @ = g~ W00 0T

4. List of excel functions

Function Name Description

COUNT function Counts how many numbers are in the list of arguments

COUNTBLANK function | Counts the number of blank cells within a range

Counts the number of cells within a range that meet the

COUNTIF function . .

given criteria
FREQUENCY function Returns a frequency distribution as a vertical array
LARGE function Returns the k-th largest value in a data set
SMALL function Returns the k-th smallest value in a data set
MAX function Returns the maximum value in a list of arguments
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MIN function

Returns the minimum value in a list of arguments

AVERAGE function

Returns the average of its arguments

TRIMMEAN function

Returns the mean of the interior of a data set

MEDIAN function

Returns the median of the given numbers

MODE.MULT function

Returns a vertical array of the most frequently occurring, or
repetitive values in an array or range of data

MODE.SNGL function

Returns the most common value in a data set

PERCENTILE.EXC
function

Returns the k-th percentile of values in a range, where kK is in
the range 0..1, exclusive.

QUARTILE.EXC function

Returns the quartile of the data set, based on percentile
values from 0..1, exclusive

QUARTILE.INC function

Returns the quartile of a data set

PERCENTILE.INC

Returns the k-th percentile of values in a range

function
PERCENTRANK.EXC Returns the rank of a value in a data set as a percentage
function (0..1, exclusive) of the data set

PERCENTRANK.INC
function

Returns the percentage rank of a value in a data set

AVEDEV function

Returns the average of the absolute deviations of data points
from their mean

COVARIANCE.P function

Returns covariance, the average of the products of paired
deviations

COVARIANCE.S function

Returns the sample covariance, the average of the products
deviations for each data point pair in two data sets

VAR.P function

Calculates variance based on the entire population

VAR.S function

Estimates variance based on a sample

STDEV.P function Calculates standard deviation based on the entire population
STDEV.S function Estimates standard deviation based on a sample
DEVSQ function Returns the sum of squares of deviations
SKEW function Returns the skewness of a distribution
SKEW.P function Returns the skewness of a distribution based on a population
KURT function Returns the kurtosis of a data set
CORREL function Returns the correlation coefficient between two data sets
5. Chart

5.1. Bar Chart

Select data > click Insert > Insert Column or Bar Chart.

Various column charts are available, but to insert a standard bar chart, click the “Clustered
Chart” option. This chart is the first icon listed under the “2-D Column or 3-D Column” section.
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A B = o] E [ G H J

1 ° o e

2 Average of Dbh(cm) Average of Ht(m}) 7

3 Row labels . Average of Dbh(cm) Average of Ht(m)

4 VAR1 0.64 188 200

5 VAR2 0.62 1.88

150

6 VAR3 0.73 1.96 ePie

7_VAR4 0.66 195 100 B Average of Dbh{em) o

8 Grand Total 0.66 1.92

m Average of Ht(m)

9 050

10

1 .I_ 0.00

& VAR1l VAR2 VAR3 VAR4
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5.2. Histograms:

Select data > click Insert > Histogram> Insert Histogram Plot

A | B | ¢ o 3 3 G W ' ] [ L Mo N o r a ® s T
1 |Variety Dbh(cm)Ht(m)

2 |[VAR | 1.08 2.20)

3 VAR 1.00 2.18

4 [VAR 1 090 215

5 VAR 070 240 Chart Title B
3

7

8

VAR 1 091 2.00 200 < E e
VAR | 0.63 206 B b
E

|var1 090 220 . 19 e
9 VAR 1 060 185

10| VAR 1 090 206 e
11 VAR 1 072 208 zm s
12 [VAR | . X L
12 VAR 1 ] <

14 [VAR |
15 | VAR 1
16 [VAR 1
17 |VAR 1
18 [VAR 1
19 VAR |
20 |VAR 1
21 VAR |
2 |VAR 1
23 [VAR 1
24 |VAR |
25 |VAR 1

i)

T T

05 @ wE e o @A P P T N N

5.3.Pie Charts

Select data > click Insert > Insert Pie Chart

A B (@ D E | F G H | J
1 Row LabelAverage o Average of Ht{m) : 1 ':
2 VAR1 0.64 1.88 =
3 VAR2 0.62 1.88
4 VAR3 0.73 1.96
5 VAR4 0.66 1.95 3
6
7
8
9 =VAR1 =VAR2 =VAR3 =VAR4
10 7 :
11
12
'|3_

-] o
B

B 0w of €@ =" 2 RC°aEd e~ FD e 0k, B
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5.4.Box Plots

Select data > click Insert > Histogram> Insert Box and Whisker Plot

A u
1 Varicly DbhicmHi(m)

2 [VAR L Los| 220
3 VAR 1 100 218
4 VAR 1 0.90] 215
s (VAR 1
6 VAR 1
7 VAR
8 VAR
9 [VAR1
10 VAR |
1 VAR
12 VAR 1
13 VAR 1
14 VAR
15 VAR 1
16 VAR 1
17 VAR 1
8 (VAR 1
10 VAR |
20 VAR 1
21 VAR |
22 VAR 1
23 VAR |
24 VAR 1
25 VAR |

Chart Title

Blo o -

o T -
A Ty e toseanh 0" @ " E k€ o @A N LT L e ¥

6. Robust mean (Trimmed mean)
Formula for k trimmed mean: =TRIMMEAN(data range, .k )
[we used formula =TRIMMEAN(C:C,0.2)]

In the formula, it did not consider the 20% observation from both the side.

Dbh(cm) | Ht(m)
0.64214 | 1.9269
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R is a free software environment for statistical computing and graphics. It compiles and runs
on a wide variety of UNIX platforms, Windows and MacOS.R is a vehicle for newly
developing methods of interactive data analysis. It has developed rapidly, and has been
extended by a large collection of packages.

R environment

The R environment provides an integrated suite of software facilities for data manipulation,
calculation and graphical display. It has

a data handling and storage facility,

a suite of operators for calculations on arrays and matrices,

a large, integrated collection of intermediate tools for data analysis,

graphical facilities for data analysis and display, and

a well developed, simple and effective programming language (called ‘S’) which
includes conditionals, loops, user defined functions and input and output facilities.

Origin

R can be regarded as an implementation of the S language which was developed at Bell
Laboratories by Rick Becker, John Chambers and Allan Wilks, and also forms the basis of
the S-Plus systems. Robert Gentleman and Ross Ihaka of the Statistics Department of the
University of Auckland started the project on R in 1995 and hence the name software has
been named as ‘R’.

R was introduced as an environment within which many classical and modern statistical
techniques can be implemented. A few of these are built into the base R environment, but
many are supplied as packages. There are a number of packages supplied with R (called
“standard” and “recommended” packages) and many more are available through the CRAN
family of Internet sites (via http://cran.r-project.org) and elsewhere.

Availability

Since R is an open source project, it can be obtained freely from the website www.r-
project.org. One can download R from any CRAN mirror out of several CRAN
(Comprehensive R Archive Network) mirrors. Latest available version of R is R version
4.1.1 and it has been released on 10.08.2021.

Installation

To install R in windows operating system, simply double click on the setup file. It will
automatically install the software in the system.
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Usage

R can work under Windows, UNIX and Mac OS. In this note, we consider usage of R in
Windows set up only.

Difference with other packages

There is an important difference between R and the other statistical packages. In R, a
statistical analysis is normally done as a series of steps, with intermediate results being
stored in objects. Thus whereas SAS and SPSS will give large amount of output from a
given analysis, R will give minimal output and store the results in an object for subsequent
interrogation by further R functions.

Invoking R

If properly installed, usually R has a shortcut icon on the desktop screen and/or you can find

it under Start|/All Programs|R menu.

Romd.exe -
Shortcut

To quit R, type q() at the R prompt (>) and press Enter key. A dialog box will ask whether
to save the objects you have created during the session so that they will become available
next time when R will be invoked.

f Question [é]“

':e} Save workspace image?

| Yes | | Ne | | Cancel

Windows of R

R has only one window and when R is started it looks like
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R RGui (64-bit)
File Edit View Misc Packages Windows Help

R R Console EI@

R version 4.1.1 (2021-08-10) -- "Kick Things"
Copyright (C) 2021 The R Foundation for Statistical Computing
Platform: x86 64-w64-mingw32/x64 (64-bit)

R is free software and comes with ABSOLUTELY NC WARRRNTY.
You are welcome to redistribute it under certain conditions.
Type 'license ()" or 'licence()' for distribution details.

Natural language support but running in an English locale

R is a collaborative project with many contributors.
Type 'contributors()' for more information and
'citation()' on how to cite R or R packages in publications.

Type 'demo()' for some demos, 'help()' for on-line help, or
'help.start()" for an HTML browser interface to help.
Type 'dg()" to gquit R.

R commands

ii.
iii.
iv.

V.
Vi.

Vii.

viii.

R commands are case sensitive, so X and x are different symbols and would refer to
different variables.

Elementary commands consist of either expressions or assignments.

If an expression is given as a command, it is evaluated, printed and the value is lost.
An assignment also evaluates an expression and passes the value to a variable but
the result is not automatically printed.

Commands are separated either by a semi-colon (*;”), or by a newline.

Elementary commands can be grouped together into one compound expression by
braces ‘{‘ and ‘}’.

Comments can be put almost anywhere, starting with a hashmark (‘#’). Anything
written after # marks to the end of the line is considered as a comment.

Window can be cleared of lines by pressing Ctrl + L keys.

Executing commands from or diverting output to a file

If commands are stored in an external file, say ‘D:/commands.txt’ they may be executed at
any time in an R session with the command

> source ("d:/commands.txt")

For Windows Source is also available on the File menu.

The function sink(),

> sink ("d:/record.txt")

will divert all subsequent output from the console to an external file, ‘record.txt’ in D drive.
The command

> sink ()
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restores it to the console once again.
Simple manipulations of numbers and vectors

R operates on named data structures. The simplest such structure is the numeric vector,
which is a single entity consisting of an ordered collection of numbers. To set up a vector
named X, say, consisting of five numbers, namely 10.4, 5.6, 3.1, 6.4 and 21.7, use the R
command

> x <- c¢(10.4, 5.6, 3.1, 6.4, 21.7)

The function c() assigns the five numbers to the vector x. The assignment operator (<-)
‘points’ to the object receiving the value of the expression. Once can use the ‘=" operator as
an alternative.

A single number is taken as a vector of length one.

Assignments can also be made in the other direction, using the obvious change in the
assignment operator. So the same assignment could be made using

> c(10.4, 5.6, 3.1, 6.4, 21.7) -> x

If an expression is used as a complete command, the value is printed. So now if we were to
use the command

> 1/x
the reciprocals of the five values would be printed at the terminal.
The elementary arithmetic operators

+ addition

— subtraction
* multiplication
/ division

A exponentiation

Arithmetic functions
log, exp, sin, cos, tan, sgrt,

Other basic functions

max(x) — maximum element of vector X,
min(x)- minimum element of vector X,
range (x) — range of the values of vector x ,
length(x) - the number of elements in X,
sum(x) - the total of the elements in X,
prod(x) — product of the elements in x
mean(x) — average of the elements of x
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var(x) — sample variance of the elements of (x)
sort(x) — returns a vector with elements sorted in increasing order.

Logical operators

< - less than

<= less than or equal to

> greater than

>= greater than or equal to
== equal to

1= not equal to.

Other objects in R

Matrices or arrays - multi-dimensional generalizations of vectors.

Lists - a general form of vector in which the various elements need not be of the sametype,
and are often themselves vectors or lists.

Functions - objects in R which can be stored in the project’s workspace. This provides a
simple and convenient way to extend R.

Matrix facilities

A matrix is just an array with two subscripts. R provides many operators and functions those

are available only for matrices. Some of the important R functions for matrices are

t(A) — transpose of the matrix A

nrow(A) — number of rows in the matrix A

ncol(A) — number of columns in the matrix A

A%*% B- Cross product of two matrices A and B

A*B — element by element product of two matrices A and B

diag (A) — gives a vector of diagonal elements of the square matrix A

diag(a) — gives a matrix with diagonal elements as the elements of vector a

eigen(A) — gives eigen values and eigen vectors of a symmetric matrix A

rbind (A,B) — concatenates two matrix A and B by appending B matrix below A matrix
(They should have same number of columns)

chind(A, B) - concatenates two matrix A and B by appending B matrix in the right of A
matrix (They should have same number of rows)

Data frame
Data frame is an array consisting of columns of various mode (numeric, character, etc).

Small to moderate size data frame can be constructed by data.frame() function. For example,
following is an illustration how to construct a data frame from the car data*:

|Make \Model \Cylinder \Weight \Mileage \Type
'Honda Civic V4 2170 33 Sporty
IChevrolet Beretta V4 12655 26 ‘Compact
Ford Escort V4 2345 33 Small
[Eagle Summit V4 12560 33 Small
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'Volkswagen Jetta V4 12330 26 Small
Buick Le Sabre V6 3325 23 Large
Mitsubishi Galant V4 2745 |25 ‘Compact
|Dodge \Grand Caravan \V6 \3735 \18 \Van
Chrysler INew Yorker V6 13450 22 'Medium
Acura Legend V6 13265 20 'Medium

> Make<-c ("Honda", "Chevrolet","Ford", "Eagle", "Volkswagen", "Buick", "Mitsbusihi",
+ "Dodge","Chrysler", "Acura")

> Model=c ("Civic","Beretta","Escort","Summit", "Jetta","Le Sabre","Galant",

+ "Grand Caravan","New Yorker", "Legend")

Note that the plus sign (+) in the above commands are automatically inserted when the
carriage return is pressed without completing the list. Save some typing by using rep()
command. For example, rep("*V4",5) instructs R to repeat V4 five times.

> Cylinder<-c(rep("v4",5),"Ve","V4",rep("Ve", 3))

> Cylinder

[1] "V4 " "V4 " "V4 " "V4 " "V4 " "V6" "V4 " "V6" HV6" "V6"

> Weight<-c(2170,2655,2345,2560,2330,3325,2745,3735,3450,3265)
> Mileage<-c(33,26,33,33,26,23,25,18,22,20)

> Type<-

c("Sporty", "Compact", rep("Small", 3),"Large", "Compact", "Van", rep ("Medium", 2))

Now data.frame() function combines the six vectors into a single data frame.

> Car<-data.frame (Make,Model,Cylinder,Weight,Mileage, Type)
> Car

Make Model Cylinder Weight Mileage Type
1 Honda Civic V4 2170 33 Sporty
2 Chevrolet Beretta V4 2655 26 Compact
3 Ford Escort V4 2345 33 Small
4 Eagle Summit V4 2560 33 Small
5 Volkswagen Jetta v4 2330 26 Small
6 Buick Le Sabre V6 3325 23 Large
7 Mitsbusihi Galant V4 2745 25 Compact
8 Dodge Grand Caravan V6 3735 18 Van
9 Chrysler New Yorker V6 3450 22 Medium
10 Acura Legend V6 3265 20 Medium

> names (Car)
[1] "Make" "Model" "Cylinder" "Weight" "Mileage" "Type"

Just as in matrix objects, partial information can be easily extracted from the data frame:
> Carl[1,]
Make Model Cylinder Weight Mileage Type

1 Honda Civic V4 2170 33 Sporty
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In addition, individual columns can be referenced by their labels:

> Car$Mileage
[1] 33 26 33 33 26 23 25 18 22 20

> Car[, 5] fequivalent expression

> mean (Cars$Mileage) #average mileage of the 10 vehicles
[1] 25.9

> min (Car$Weight)

[1] 2170

table() command gives a frequency table:
> table (Car$Type)

Compact Large Medium Small Sporty Van
2 1 2 3 1 1

If the proportion is desired, type the following command instead:
> table (CarS$Type) /10

Compact Large Medium Small Sporty Van
0.2 0.1 0.2 0.3 0.1 0.1

Note that the values were divided by 10 because there are that many vehicles in total. If
you don't want to count them each time, the following does the trick:

> table (Car$Type) /length (CarS$Type)
Cross tabulation is very easy, too:
> table (Car$Make, Car$Type)

Compact Large Medium Small Sporty Van

Acura 0 0 1 0 0 0
Buick 0 1 0 0 0 0
Chevrolet 1 0 0 0 0 0
Chrysler 0 0 1 0 0 0
Dodge 0 0 0 0 0 1
Eagle 0 0 0 1 0 0
Ford 0 0 0 1 0 0
Honda 0 0 0 0 1 0
Mitsbusihi 1 0 0 0 0 0
Volkswagen O 0 0 1 0 0

What if you want to arrange the data set by vehicle weight? order() gets the job done.

> i<-order (CarS$Weight) ;i
[1] 1534271069 8
> Carl[i,]

Make Model Cylinder Weight Mileage Type
1 Honda Civic V4 2170 33 Sporty
5 Volkswagen Jetta V4 2330 26 Small
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Escort
Summit
Beretta
Galant
Legend
Le Sabre

New Yorker

Dodge Grand Caravan

Creating/editing data objects

>y<-c(1,2,3,4,5);y

[1]12345

V4
V4
V4
V4
V6
V6
V6
V6

2345
2560
2655
2745
3265
3325
3450
3735

33 Small
33 Small
26 Compact
25 Compact
20 Medium
23 Large
22 Medium
18 Van

If you want to modify the data object, use edit() function and assign it to an object. For
example, the following command opens R Editor for editing.

> y<-edit (y)

If you prefer entering the data.frame in a spreadsheet style data editor, the following

command invokes the built-in editor with an empty spreadsheet.

> datal<-edit (data.frame())

After entering a few data points, it looks like this:

R RGui (64-bit) - [Data Editor]
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You can also change the variable name by clicking once on the cell containing it. Doing so

opens a dialog box:
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(R Variable editor [ |

variable name |~.rar3| |

type @ nurneric character

When finished, click x| in the upper right corner of the dialog box to return to the Data
Editor window. Close the Data Editor to return to the R command window (R Console).
Check the result by typing:

> datal

Reading data from files

When data files are large, it is better to read data from external files rather than entering data
through the keyboard. To read data from an external file directly, the external file should
be arranged properly.

The first line of the file should have a name for each variable. Each additional line of the
file has the values for each variable.

Input file form with names and row labels:
Price Floor Area Rooms Age isNew
52.00 111.0 830 5 6.2 no
54.75 128.0 710 5 75 no
57.50 101.0 1000 5 42  yes
6
5

57.50 131.0 690 88 no
59.75 93.0 900 19  yes

By default numeric items (except row labels) are read as numeric variables and non-numeric
variables, such as isNew in the example, as factors. This can be changed if necessary.

The function read.table() can then be used to read the data frame directly

> HousePrice <- read.table("d:/houses.data", header = TRUE)
Reading comma delimited data
The following commands can be used for reading comma delimited data into R.

read.csv(filename) This command reads a .CSV file into R. You need to specify
the exact filename with path.
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read.csv(file.choose()) This command reads a .CSV file but the file.choose() part
opens up an explorer type window that allows you to select a
file from your computer. By default, R will take the first row
as the variable names.

read.csv(file.choose(), header=T)

This reads a .CSV file, allowing you to select the file, the
header is set explicitly. If you change to header=F then the
first row will be treated like the rest of the data and not as a
label.

Storing variable names

Through read.csv() or read.table() functions, data along with variable labels is read into R
memory. However, to read the variables’ names directly into R, one should use
attach(dataset) function. For example,

>attach (HousePrice)

causes R to directly read all the variables’ names eg. Price, Floor, Area etc. it is a good
practice to use the attach(datafile) function immediately after reading the datafile into R.

Packages

All R functions and datasets are stored in packages. The contents of a package are available
only when the package is loaded. This is done to run the codes efficiently without much
memory usage. To see which packages are installed at your machine, use the command

> library ()

To load a particular package, use a command like

> library (forecast)

Users connected to the Internet can use the install.packages() and update.packages()

functions to install and update packages. Use search() to display the list of packages that are
loaded.

Standard packages

The standard (or base) packages are considered part of the R source code. They contain the
basic functions those allow R to work with the datasets and standard statistical and graphical
functions. They should be automatically available in any R installation.

Contributed packages and CRAN

There are a number of contributed packages for R, written by many authors. Various

packages deal with various analyses. Most of the packages are available for download from
CRAN (https://cran.r-project.org/web/packages/), and other repositories such as
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Bioconductor (http://www.bioconductor.org/). The collection of available packages
changes frequently. As on June07, 2019, the CRAN package repository contains 14346
available packages.

Getting Help

Complete help files in HTML and PDF forms are available in R. To get help on a particular
command/function etc., type help (command name). For example, to get help on function
‘mean’, type help(mean) as shown below

> help (mean)

This will open the help file with the page containing the description of the function mean.
Another way to get help is to use “?” followed by function name. For example,

>?mean
will open the same window again.

In this lecture note, all R commands and corresponding outputs are given in Courier New
font to differentiate from the normal texts. Since R is case-sensitive, i.e. typing Help(mean),
would generate an error message,

> Help (mean)

Error in Help (mean) : could not find function "Help"

Further Readings

Various documents are available in https://cran.r-project.org/manuals.html from beginners’
level to most advanced level. The following manuals are available in pdf form:

An Introduction to R

R Data Import/Export

R Installation and Administration

Writing R Extensions

The R language definition

R Internals

The R Reference Index

NogakrowhE

RStudio

RStudio is an integrated development environment (IDE) that allows to interact with R more
readily. RStudio is similar to the standard RGui, but is considerably more user friendly. It
has more drop-down menus, windows with multiple tabs, and many customization options.

Installation of RStudio
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RStudio requires R 3.0.1+ that means R software should be pre-installed before using
RStudio.

RStudio 1.2 requires a 64-bit operating system, and works exclusively with the 64 bit
version of R. If you are on a 32 bit system or need the 32 bit version of R, you can use an
older version of RStudio (https://support.rstudio.com/hc/en-us/articles/206569407-Older-
Versions-of-RStudio).

RStudio free desktop version can be downloaded from the following link:
https://www.rstudio.com/products/rstudio/download/#download

The first time RStudio is opened, three windows are seen. A forth window is hidden by
default, but can be opened by clicking the File drop-down menu, then New File, and then
R Script.

2] RStudio - ° EH
File Edit Code View Plots Session Build Debug Profile Tools Help
C-2-l0E S (A 2 | Addins ~ & project: (None) =
@] untitlea3® x @] 1_introduction.Rmd x @] Untitied2" % ~—[71  Environment  History =0
Al (| [Jsourceonsave | Q /- ~#Run (%% | #Source - € [ (% mportDataset - | & st~ | €
1 setwd("C:/workspace") b Global Environment +

2 sand <- read.csv("C:/workspace/sand_example.csv")
2

4
| -

Files  Plots Packages Help  Viewer ==
Q) New Folder | Q| Delete [z Rename | ¥ More = @
[] © worksp:
¥ Name Size Modified
1:1 | (Top Level) & R Script = t. A
Console C:/workspace: —m | O T sa datesicsv 4 PM
R version 3.3.2 (2016-10-31) -- "Sincere Pumpkin Patch” al O 1 schemaini M
Copyright (C) 2016 The R Foundation for Statistical Computing [ 7 sand_eampid 17, 9:23 PM
Platform: x86_64-w64-mingw32/x64 (64-bit) O & newhai
O
O

R is free software and com i .
You are welcome to redistr itions.
Type "license()" or 'Ticen ils.

R is a collaborative proje

Type 'contributors()’ for

"citation()' on how to cite R or R packages in publications.

Type 'demo()' for some demos, 'help()' for on-line help, or
"help.start()' for an HTML browser interface to help.
Type 'g()' to quit R.

> v O QO amsiskp 41M8 Feb 9, 2016, 7:59 PM v

Importing Data in R Studio
1. Click on the import dataset button in the top-right section under the environment tab.

Select the file you want to import and then click open. The Import Dataset dialog
will appear as shown below
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Impaort Dataset

MName Input File
datal Xy
1+ 11

2 w22

. - 3« 33
Encoding | Autematic - 4 w44

5 + 5§
Heading  (®Yes ONo 6 # 66

7 = 34

. 8 « 93
Row names | Automatic - ol

10 -~ 939
Separator | Tab 7
Decimal Pericd hd
Cuate Double quote (") hd
Comment |# -

Data Frame
na.strings | MNA x vy
| 5trings as factors é éé

3 33
4 44
5 EE
& 66
7 34
B 99
9 62
10 99

Import Cancel

2. After setting up the preferences of separator, name and other parameters, click on
the Import button. The dataset will be imported in R Studio and assigned to the
variable name as set before.

Installing Packages in RStudio

Within the Packages tab, a list of all the packages currently installed on theworking
computerand 2 buttons labeled either “Install” or “Update” are seen. To install a new
package simply select the Install button. It is possible to install one or more than one
packages at a time by simply separating them with a comma.
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Files Plots  Packages Help  Viewer
Install (@ Update
nstall R packages } Description
User Library
assertthat Easy Pre and Post Assertions
backports Reimplementations of Functions Introduced Since R-3.0.0
BH Boost C++ Header Files
bit A Class for Vectors of 1-Bit Booleans
bitfd £ 53 Class for Vectors of 84bit Integers
blob A Simple 53 Class for Representing Vectors of Binary Data
('BLOBSY
chron Chronological Objects which can Handle Dates and Times
cli Helpers for Developing Command Line Interfaces
clipr Read and Write from the System Clipboard
colorspace A Toclbox for Manipulating and Assessing Colors and
Palettes
crayon Colored Terminal Qutput
curl A Modern and Flexible Web Client for R
DBl R Database Interface
digest Create Compact Hash Digests of R Objects
Install Packages
Install from: 7 Configuring Repositories
Repository (CRAN) ~

Packages (separate multiple with space or commal:

ForecastComb
ForecastCombinations
ForecastFramework
forecastHybrid
forecastsM5TS

#Rfwin-library/3.5 [Default] b

Install Cancel

Loading Packages in RStudio

Once a package is installed, it must be loaded into the R session to be used.

=

Version

0.2.0
1.1.4
1.69.0-1
1.1-14
0.9-7
1.2.0

2.3-54
1.0
0.6.0
14-0

134
3.3
1.0.0
0.6.18
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Files Plots  Packages Help  Viewer
Install (@ Update
Mame Description
Theory Group (Formerly: ET071), TU Wien
ellipsis Tools for Working with ...
fansi AMSI Control Sequence Aware String Functions
forcats Tools for Working with Categorical Variables (Factors)
«  forecast Forecasting Functions for Time Series and Linear Models
fracdiff Fracticnally differenced ARIMA aka ARFIMA(p, d,.q) models
ggplot2 Create Elegant Data Visualisations Using the Grammar of

=

Version

0.2.0.1
0.4.0
0.4.0
8.5
14-2
3.1.0

Graphics

Writing Scripts in RStudio

RStudio’s Source Tabs serve as a built-in text editor. Prior to executing R functions at the
Console, commands are typically written down (or scripted).To write a script, simply open
a new R script file by clicking File>New File>R Script. Within the text editor type out a
sequence of functions.

e Place each function (e.g. read.csv()) on a separate line.
e If a function has a long list of arguments, place each argument on a separate line.
e A command can be executed from the text editor by placing the cursor on a line and
typing Crtl + Enter, or by clicking the Run button.
e An entire R script file can be executed by clicking the Source button.
@7 Untitled1* @R Code.R datal R data sets =
Source on Save &®{ A - -+ Source -

1 # header is set explicitly un the corrent
2 # If header=F then the first row will be treated like the res “‘nE or selection B and not a:
3 read.csv(file.choose(), header=T) |’CtrI+E:1ter]
4 (
5 # to read the variables. names directly into R, use attach{dataset) function.
6 attach({HousePrice)
8 # writing a function in R
g L =========================

10  avg=function(x)

11+ {

12 sumx=0

13 for (i in 1:Tength(x))

14 sumx=sumx+x[1]

15 aver age=sumx,/Tength(x)

16 return{average)

Saving R files in RStudio

In R, several types of files can be saved to keep track of the work performed. The file types
include: script, workspace, history and graphics.
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R script (.R)

An R script is a text file of R commands that have been typed.To save R scripts in RStudio,
click the save button from R script tab. Save scripts with the .R extension.

@] Untitled1* G R Code.R datal R data sets

Source on Save @ S
# }:E-E;‘l; ave current E.-It']:-r ~ow will be treated
= IT N8 o cument (Ctrl+S) | rarst r"‘_’.\"-l I8 Treatec
read. csbr : =, header=1)

To open an R script, click the file icon.

ool Bd

Workspace (.Rdata)

The R workspace consists of all the data objects created or loaded during the R session.lIt is
possibleto save or load the workspace at any time during the R session from the menu by
clicking Session>Save Workspace As.., or the save button on the Environment Tab.

Session  Build Debug Profile Tools He

Mew Session

Interrupt R

Terminate R...
Restart R Ctrl+Shift+F10
Set Working Directory 4

Load Workspace...
Save Workspace As...

Clear Workspace...

Cuit Session... Ctrl+0Q

R history (.Rhistory)

Rhistory file is a text file that lists all of the commands that have been executed. It does not
keep a record of the results. To load or save R history from the History Tab click the Open
File or Save button.

Environment  History Connections

o To Console | =@ ToSource | @ &
avg=function{x)
i
sumx=0

for (i in 1:Tength{x))
sumx=sumx+x[i]
average=sumx,/length{x)
return(average)

¥
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R Graphics
Graphic outputs can be saved in various formats like pdf, png, jpeg, bmp etc.

To save a graphic: (1) Click the Plots Tab window, (2) click the Export button, (3) Choose
desired format, (4) Modify the export settings as desired and (4) click Save.

Save Plot as Image

Width: | 611 Height: | 361

Image format: | PNG v
) +| Maintain aspect ratio
Directory.. | -~
File narne: RplotD] Update Preview
o
(] —
_

\o
\o
\o
O/
~—_
-
S

| View plot after saving Save Cancel
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1 Introduction

Regression analysis is a statistical methodology that utilizes the relation between two or more
quantitative variables so that one variable can be predicted from the other, or others. This
methodology is widely used in business, the social and behavioral sciences, the biological
sciences including agriculture and fishery research. For example, fish weight at harvest can be
predicted by utilizing the relationship between fish weights and other growth affecting factors
like water temperature, dissolved oxygen, free carbon dioxide etc. There are other situations in
fishery where relationship among variables can be exploited through regression analysis.

The use of multiple regression model often depends on the estimates of the individual regression
coefficients. Some examples of inferences that are frequently made include

1. ldentifying the relative effects of the regressor variables,

2. Prediction and/or estimation, and

3. Selection of an appropriate set of variables for the model.

A functional relation between two variables is expressed by a mathematical formula. If X denotes
the independent variable and Y the dependent variable, a functional relation is of the form

Y = f(X)
Given a particular value of X, the function f indicates the corresponding value of Y. A statistical
relation, unlike a function is not a perfect one. In general, the observations for a statistical
relation do not fall directly on the curve of relationship.

A regression model that involves more than one regressor variables is called a multiple
regression model. In other words, it is a linear relationship between a dependent variable and a
group of independent variables. Multiple regression fits a model to predict a dependent (Y)
variable from two or more independent (X) variables. Multiple linear regression models are often
used as approximating functions. That is, true functional relationship between y and , , ... , is
unknown, but over certain ranges of the regressor variables the linear regression model is an
adequate approximation to the true unknown function. If the model fits the data well, the overall
R? value will be high, and the corresponding P value will be low (P value is the observed
significance level at which the null hypothesis is rejected). In addition to the overall P value,
multiple regressions also report an individual P value for each independent variable. A low P
value here means that this particular independent variable significantly improves the fit of the
model. It is calculated by comparing the goodness-of-fit of the entire model to the goodness-of-
fit when that independent variable is omitted. If the fit is much worse when that variable is


mailto:ranjit.paul@icar.gov.in

Regression Analysis

omitted from the model, the P value will be low, telling that the variable has a significant impact
on the model.

Depending on the nature of the relationships between X and Y, regression approach may be
classified into two broad categories viz., linear regression models and nonlinear regression
models. The response variable is generally related to other causal variables through some
parameters. The models that are linear in these parameters are known as linear models, whereas
in nonlinear models parameters are appear nonlinearly. Linear models are generally satisfactory
approximations for most regression applications. There are occasions, however, when an
empirically indicated or a theoretically justified nonlinear model is more appropriate. In the
present lecture we shall consider fitting of linear models only.

2. Linear Regression Models

We consider a basic linear model where there is only one predictor variable and the regression
function is linear. Model with more than one predictor variable is straight forward. The model
can be stated as follows:

Yi =Bo+ P Xj +¢j 1)

Where Yi is the value of the response variable in the i trial Bo and B1 are parameters, Xi is a
known constant, namely, the value of the predictor variable in the it" trial, &i is a random error
term with mean zero and variance o2 and &i and ¢j are uncorrelated so that their covariance is
zero.

Regression model (1) is said to be simple, linear in the parameters, and linear in the predictor
variable. It is “simple” in that there is only one predictor variable, “linear in the parameters”
because no parameters appears as an exponent or its multiplied or divided by another parameter,
and “linear in predictor variable” because this variable appears only in the first power. A model
that is linear in the parameters and in the predictor variable is also called first order model.

2.1 Regression Parameters

The parameters Bo and P1 in regression model (1) are called regression coefficients, B1 is the
slope of the regression line. It indicates the change in the mean of the probability distribution of
Y per unit increase in X. The parameter o in Y intercept of the regression line. When the scope of
the model includes X = 0, o gives the mean of the probability distribution of Y at X = 0. When
the scope of the model does not cover X = 0, Bo does not have any particular meaning as a
separate term in the regression model.

2.2 Method of Ordinary Least Squares

To find “good” estimates of the regression parameters Bo and 1, we employ the method of least
squares. For each observations (Xi, Yi) for each case, the method of least squares considers the
deviation of Y from its expected value, Y; —Bo—p1 X;. In particular, the method of least squares

requires that we consider the sum of the n squared deviations. This criterion is denoted by Q:

Q= _%l(Yi —Bo+B1 Xi)* (2)
i=
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According to the method of least squares, the estimators of o and 1 are those values bo and b,
respectively, that minimize the criterion Q for the given observations.

Using the analytical approach, it can be shown for regression model (1) that the values of bo and
b1 that minimizes Q for any particular set of sample data are given by the following simultaneous
equations:

n n
_ZYi = nby +b1_2 X

zxv thX+qzx2
i=1 =1

These two equations are called normal equatlons and can be solved for bo and ba:

5 (X - X)(% - V)

b_|_=i=l
5 (X; - X)?2
i=1
b0=—(ZlY blzm Y -bX

where X and Y are the means of the Xi and the Yi observations, respectively.

2.3 Properties of Fitted Regression Line
Once the parameters estimates are obtained, the fitted line would be

Y; = by +byX; ©)
The ith residual is the difference between the observed value Yi and the corresponding fitted
value Yi, i.e., g =Y; ;.

The estimated regression line (3) fitted by the method of least squares has a number of properties
worth noting.

n
1. The sum of the residuals is zero, >.ej =0.
i=1

n
2. Sum of the squared residuals, Zei2 IS a minimum.
i=1

3. Sum of the observed values Yi equals the sum of the fitted values Y;, _%Yi = %Y, :

4. Sum of the weighted residuals is zero, weighted by the level of the plrzeldictolrz\llariable in
the i trial: ZX iei =0.

5. Sum of the _v%/elghted residuals is zero, weighted by the fitted value of the response

variable in the i trial: ZY e =0.
i=1
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6. The regression line always goes through the points (Y,\?).

2.4 Estimation of Error Term Variance 02

The variance o2 of the error terms gj In regression model (1) needs to be estimated to obtain an
indication of the variability of the probability distribution of Y. In addition, a variety of

inferences concerning the regression function and the prediction of Y require an estimate of o,

n n n
Denote by SSE = > (Y; —Yi)2 = Zeiz , Is the error sum of squares or residual sum of squares.

i= i=1
Then an estimate of o2 is given by,
82 = F @
n-p

where p is the total number of parameters involved in the model. We also denote this quantity by
MSE.

2.5 Inferences in Linear Models
Frequently, we are interested in drawing inferences about By, the slope of the regression line. At

times, tests concerning (4 are of interest, particularly one of the form:

Ho =py =0

Hl = Bl #0
The reason for interest in testing whether or not 3; = Ois that, when B4 =0, there is no linear
association between Y and X. For normal error regression model, the condition 3; =0 implies
even more than no linear association between Y and X. B; =0 for the normal error regression

model implies not only that there is no linear association between Y and X but also that there is
no relation of any kind between Y and X, since the probability distribution of Y are then identical
at all levels of X.

An explicit test of the alternatives is based on the test statistic:

b
s(by)

where s(I) is the standard error of b1 and calculated as s(b;) =

The decision rule with this test statistic when controlling level of significance at o is
if t| <tl—o/2;n-p), conclude Ho,

if t| >t(l—a/2;n—p), conclude Hi.
Similarly testing for other parameters can be carried out.

2.6 Prediction of New Observations
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The new observation on Y to be predicted is viewed as the result of a new trial, independent of
the trials on which the regression analysis is based. We denote the level of X for the new trial as
Xn and the new observation on Y as Yn. Of course, we assume that the underlying regression
model applicable for the basic sample data continues to be appropriate for the new observation.

The distinction between estimation of the mean response, and prediction of a new response, is
basic. In the former case, we estimate the mean of the distribution of Y. In the present case, we
predict an individual outcome drawn from the distribution of Y. Of course, the great majority of
individual outcomes deviate from the mean response, and this must be taken into account by the

procedure for predicting Ynpew). We denote by \fh, the predicted new observation and by
2 (Y,,) the variance of Y},. An unbiased estimator of ¢?(Y},) is given by 6%(Yy)= 62 +5s2(Y},),

where 52(\?h) is the estimate of variance of prediction at X» and given by

ERVAY:
()= 62+ A n =R ®)
X(Xi = X)*
i=1

Confidence interval of \fh can be constructed by using t-statistic namely,
Yy £tl—a/2;n—p) 6% (Y).

2.7  Measure of Fitting, R?

There are times when the degree of linear association is of interest in its right. Here we describe
one descriptive measure that is frequently used in practice to describe the degree of linear
association between Y and X.

n —
Denote by SSTO = > (Y; —Y)Z, total sum of squares which measures the variation in the

i=1
observation Yi, or the uncertainty in predicting Y, when no account of the predictor variable X is
taken. Thus SSTO is a measure of uncertainty in predicting Y when X is not considered.
Similarly, SSE measures the variation in the Yi when a regression model utilizing the predictor
variable X is employed. A natural measure of the effect of X in reducing the variation in Y, i.e., in
reducing the uncertaintity in predicting Y, is to express the reduction in variation (SSTO-
SSE=SSR) as a proportion of the total variation:

R2 _ SSR 1 SSE (6)
SSTO SSTO

The measure R? is called coefficient of determination, 0 < R? <1. In practice R? is not likely
to be 0 or 1 but somewhere between these limits. The closer it is to 1, the greater is said to be the
degree of linear association between X and Y.

2.8 Diagnostics and Remedial Measures

When a regression model is considered for an application, we can usually not be certain in
advance that the model is appropriate for that application, any one, or several, of the features of
the model, such as linearity of the regression function or normality of the error terms, may not be
appropriate for the particular data at hand. Hence, it is important to examine the aptness of the
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model for the data before inferences based on that model are undertaken. We should consider

following six important types of departures from linear regression model with normal errors:

Q) The linearity of regression function.
(i) The constancy of error variance.
(iii)  The independency of error terms.

(iv)  Presence of one or a few outlier observations.

(V) The normal distribution of error terms.

(vi)  One or several important predictor variables have been omitted from the model.

(vii)  Presence of Multicollinearity.

Practical on Regression Analysis using R:

Example dataset

Example: An experiment was conducted to study the hybrid seed production of bottle
gourd (Lagenaria siceraria (Mol) Standl) Cv. Pusa hybrid-3 under open field conditions during
Kharif-2005 at Indian Agricultural Research Institute, New Delhi. The main aim of the
investigation was to compare natural pollination and hand pollination under field conditions. The
data were collected on 10 randomly selected plants from each of natural pollination and hand
pollination. The data were collected on number of fruit set (NFS) for the period of 45 days, fruit
weight (FW) (kg), seed yield per plant (SY)(g) and seedling length (SL) (cm). The data obtained

is as given below: {Here 1 denotes natural pollination and 2 denotes the hand pollination}

Group NFS FW

7.0
7.0
6.0
7.0
7.0
6.0
7.0
7.0
6.0
7.0
6.3
6.7

[N N T N TN ey ey Ty ey e L A =N

SY SL

1.85/147.70 |16.86
1.86 136.86 16.77
1.83 149.97 16.35
1.89/172.33 |18.26
1.80 144.46 17.90
1.88138.30 16.95
1.89150.58 18.15
1.79 140.99 18.86
1.85/140.57 |18.39
1.84 138.33 |18.58
2.58 |224.26 18.18
2.74|197.50 18.07
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#importing the csv file
FruitData <-read.csv(file.choose(),header=TRUE)

attach(FruitData)

Regression Analysis

7.3
8.0
8.0
8.0
7.7
7.7
7.0
7.3

2.58 |230.34 19.07
2.62 217.0519.00
2.68 |233.84 18.00
2.56 216.52 |18.49
2.34 211.93 17.45
2.67|210.37 |18.97
2.45199.87 |19.31
2.441214.30 |19.36

#finding correlation coefficient matrix among the variables in a dataset

cor(FruitData)

#estimating and testing correlation coefficient between any two variables say between SY and

SL

> cor(FruitData)

Group
Group 1.0000000
NFS 0.5644427
Fw 0.9723643
SY 0.9567793
SL 0.5139970

cor.test(SY, SL)

NFS
0.5644427
1.0000000
0.5411999
0.5998586
0.4250208

> cor.test(Sy, SL)

Fw
0.9723643
0.5411999
1.0000000
0.9411130
0.4887463

SY SL
0.9567793 0.5139970
0.5998586 0.4250208
0.9411130 0.4887463
1.0000000 0.4921407
0.4921407 1.0000000

Pearson's product-moment correlation

data: SY and SL

t = 2.3986, df = 18, p-value = 0.02751

alternative hypothesis: true correlation is not equal to O
95 percent confidence interval:
0.06343489 0.76751101

sample estimates
cor
0.4921407
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#Finding Spearman’s Rank correlation coefficient between any variables

cor.test(SY, SL, method="s")

#partial correlating coefficient

library(ppcor)

Regression Analysis

pcor(FruitData, method = c("pearson))

> pcor(FruitData,

method = c("pearson™))

$estimate
Group NFS Fw sY sL
Group 1.000000000 0.002229428 0.72832273 0.50105532 0.15380435
NFS 0.002229428 1.000000000 -0.07335929 0.26169618 0.19266422
Fw 0.728322734 -0.073359293 1.00000000 0.17226110 -0.04076243
SY 0.501055324 0.261696183 0.17226110 1.00000000 -0.04062804
SL 0.153804353 0.192664221 -0.04076243 -0.04062804 1.00000000
$p.value
Group NFS Fw sy SL

Group 0.000000000 0.9932245 0.000915098 0.04047686 0.5556110

NFS 0.993224497 0.0000000 0.779626444 0.31027830 0.4587834

Fw 0.000915098 0.7796264 0.000000000 0.50853463 0.8765615

3% 0.040476860 0.3102783 0.508534632 0.00000000 0.8769655

SL 0.555611009 0.4587834 0.876561451 0.87696551 0.0000000
#regression model of SY on SL
reg<-Im(SY ~SL)
summary(reg)

> reg<-1m(sy ~SL)

> summary (reg)

call:

Im(formula = SY ~ SL)

Residuals:

Min 10 Median 3Q Max
-54.638 -20.712 0.753 21.029 56.131
coefficients:
Estimate std. Error t value pPr(>|t|)

(Intercept) -197.342 157.832 -1.250 0.2272

SL 20.836 8.687 2.399 0.0275 *

Ssignif. codes: 0 ‘***’ 0,001 ‘**’ 0.01 ‘*’ 0.05 “.” 0.1 ° " 1

Residual standard error: 33.37 on 18 degrees of freedom
Multiple R-squared: 0.2422, Adjusted R-squared: 0.2001
F-statistic: 5.753 on 1 and 18 DF, p-value: 0.02751

#regression model of SY on SL, FW and NFS

regl<-Im(SY ~SL+FW+NFS)
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summary(regl)

> regl<-Tm(SY ~SL+FW+NFS)
> summary(regl)

call:
Tm(formula = SY ~ SL + FW + NFS)

Residuals:
Min 1@ Median 3Q Max
-26.160 -6.226 -1.820 10.397 18.854

Coefficients:
Estimate std. Error t value Pr(>|t]|)
(Intercept) -71.2001 65.0731 -1.094 0.290

sL 0.6792 3.9812 0.171  0.867

Fw 85.2960 9.9705 8.555 2.3e-07 *¥¥

NFS 7.2949 5.7217  1.275  0.221

signif. codes: 0 “¥*%’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1

Residual standard error: 13.02 on 16 degrees of freedom
Multiple R-squared: 0.8975, Adjusted R-squared: 0.8782
F-statistic: 46.68 on 3 and 16 DF, p-value: 3.887e-08

#regression model of SY on SL without intercept
reg<-Im(SY ~-1+SL)

#prediction using regression model
Im.predict<-predict(reg ,interval="confidence")

Im.predict

1
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\%

Im.predict<-predict(reg ,interval="confidence")
Tm.predict

fit Twr upr
153.9561 125.6938 182.2183
152.0808 122.4379 181.7238
143.3296 106.9544 179.7049
183.1267 167.3187 198.9348
175.6257 159.3064 191.9451
155.8313 128.9204 182.7423
180.8348 165.1582 196.5113
195.6284 175.2723 215.9846
185.8354 169.5511 202.1198
10 189.7943 172.2509 207.3377
11 181.4598 165.7728 197.1469
12 179.1679 163.4260 194.9097
13 200.0040 177.0128 222.9953
14 198.5455 176.4716 220.6194
15 177.7093 161.8003 193.6184
16 187.9191 171.0490 204.7891
17 166.2494 146.0438 186.4550
18 197.9204 176.2285 219.6124
19 205.0047 178.6397 231.3697
20 206.0465 178.9424 233.1507

\%

Lo~ uhwrhpRE

#Residual diagnostics of the fitted model
par(mfrow = c(2, 2))
plot(reg)
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#For plotting cook’s distance
plot(reg, 4)

#distribution fitting in r
library(MASS)
fitdistr(SY,"normal”)

library(vcd)## loading vcd package
gf<-goodfit(SY,type= "normal",method= "MinChisq")
summary(gf)

library(olsrr)
# Fit the full model
full.model <- Im(SY ~ SL+FW+NFS, data = FruitData)

# Fit the model with stepwise selection procedure
ols_step_both_p(full. model)
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> o]s_step_both_p(fu]].mode])

Stepwise Selection Summary

Adj.

Added/
step variable Removed R-Square
1 Fw addition 0.886

# Fitting of robust regression model
library(MASS)
regl<-rim(SY~ SL+FW+NFS)

summary(regl)
library(car)
vif(full.model)

# Residual QQ Plot
ols_plot_resid_qq(full.model)

Normal Q-Q Plot
20 /
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/
Ve

-1 0 1
Theoretical Quantiles

# Residual Normality Test
ols_test_normality(full. model)
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> ols_test_normality (full.mode1)

Test Statistic pvalue
Shapiro-wilk 0.9529 0.4125
Kolmogorov-smirnov 0.1865 0.4370
Cramer-von Mises 2.1167 0.0000
Anderson-Darling 0.4274 0.2825

# Residual vs Fitted Values Plot
ols_plot_resid_fit(full. model)

# Residual Histogram
ols_plot_resid_hist(full.model)

Residual Histogram

-30 -20 -10 0 10 20
Residuals
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TESTING OF HYPOTHESIS

Prakash Kumar and Ranjit Kumar Paul
ICAR-Indian Agricultural Statistics Research Institute
Library Avenue, New Delhi - 110 012
prakash.kumar@icar.gov.in ranjit.paul@icar.gov.in

Purpose: A hypothesis test allows us to draw conclusions or make decisions regarding
population from sample data. In the following cases, we are making decisions regarding the
population mean (or means).

Hypothesis Testing — a) the standard approach to assessing whether an observed value of a
variable or an observed relationship between two or more variables derived from sample data
is “real,” that is holds true in the population or is a result of mere chance. b) is an inferential
statistics approach, that allows the researcher to use characteristics derived from sample data
to make inferences about population characteristics. c¢) involves comparing empirically
observed findings with theoretical expected findings. d) estimates the statistical significance
of findings. e) involves posing opposing hypotheses about a population characteristic or the
relationship between two or more population characteristics and then testing thoseDirectional
Hypothesis

Using the directional hypothesis, the direction of the hypothesis can be specified like, if the
user wants to know the sample mean is lower or greater than another mean sample of the
data. hypotheses. f) asks how often the observed results could be expected to occur by
chance, if the answer is relatively frequently, then chance would remain a viable explanation
of the effect but if relatively rarely, then chance would not be a viable explanation.

Null Hypothesis — a) in hypothesis testing it is the claim or statement about a population
parameter that is assumed to be valid or true unless the observed data contradicts this
assumption. b) the hypothesis that two variables are not related or that two statistics (e.g.
means or proportions) are the same. c) symbolized as Ho. d) hypothesis test can either reject
the null hypothesis, in which case the alternative hypothesis may be true, or fail to reject the
null hypothesis.

Alternative Hypothesis (research hypothesis) - a) in hypothesis testing it is the opposite
claim or statement about a population parameter from the null hypothesis. b) the hypothesis
that two variables are related or that two statistics (e.g. means or proportions) are different.
c¢) the hypothesis that the researcher expects to be supported, although this perspective is
controversial. d) symbolized as Hi or Ha.

Type | Error (alpha, false positive, false alarm) — a) falsely rejecting a true null hypothesis.
b) mistakenly concluding that a difference exists in a population parameter when the sample
difference was merely a result of chance. c) considered the more serious form of error and
more important error to avoid. d) A court finding a person guilty of a crime that they did not
actually commit.

Type Il Error (beta) — a) falsely rejecting a true alternative hypothesis or falsely failing to
reject a false null hypothesis. b) the inverse of type | error, so the greater the risk of
committing one then the lower the risk of committing the other. c) a court finding a person
innocent of a crime that they actually committed.
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Testing of Hypothesis

Significance Level (alpha level) — a) the probability of making a Type | Error. b) 0.05 is
probably the most common significance level and corresponds to a situation in which Type |
Error is committed only one time in 20. c) the inverse of the confidence level, so significance
level of 0.05 corresponds to a 95% confidence level.

Critical Value — a) the points in a test statistic sampling distribution that define a statistically
significant result that is a result unlikely to have occurred merely due to chance. b) the value
of a test statistic that result in rejecting or failing to reject the null hypothesis, that is the zone
of rejection. c) found in tables for a test statistic (like chi-square , t-test, and z-test) and not
calculated from observed data.

Critical Region (Zone of Rejection) — a) the critical region of a hypothesis test is the set of
all outcomes which, if they occur, will result in rejecting the null hypothesis.

Degrees of Freedom (df) — a) the number of values that are free to vary or the number of
independent pieces of information when calculating a test statistic. b) the number of
independent scores or observations used to calculate a test statistic minus the number of
statistics estimated as intermediate steps in the estimation of the statistic itself. ¢) an
important but difficult to understand concept in inferential statistics but fortunately one with
straightforward practical applications and simple equations.

One Sample Hypothesis Tests

Applied to determine if the population mean is consistent with a specified value or standard

Two tests

. z- test

. t-test

Assumptions: z-test

« The underlying distribution is normal or the Central Limit Theorem can be assumed to
hold

» The sample has been randomly selected

» The population standard deviation is known or the sample size is at least 25.

Assumptions: the t- test

» The underlying distribution is normal or the Central Limit Theorem can be assumed to
hold

» The sample has been randomly selected

Two Samples Hypothesis Tests

Applied to compare the values of two population means.
Two tests

e Z-test

* t-test

Assumptions: z-Test

« The underlying distribution is normal or the CLT can be assumed to hold

» The samples have been randomly and independently selected from two populations

« The population standard deviations are known or the sample size of each sample is at least
25.

Assumptions: t-Test

 The underlying distribution is normal or the CLT can be assumed to hold

« The samples have been randomly and independently selected from two populations,
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» The variability of the measurements in the two populations is the same and can be
measured by a common variance.

The Logic of Hypothesis Tests

Assume a population distribution with a specified population mean.

State the hypothesized population mean (this statement is referred to as the null hypothesis).
This mean is stated as the null hypothesis and is designated Ho.

For example, u=10

[] State the logical alternative to this hypothesis. This is called the alternate hypothesis and is
designated Ha.
For example, p#10.
(Note the alternate hypothesis can have other forms since the concept of not equal can
imply p> 10 or p < 10.)

1 Draw a random sample from the population.

) Calculate the sample mean. This sample mean represents one point on the distribution of
sample means.

[ Determine the “relative position” of the calculated mean (sample mean) on the distribution
of sample means.

 If the sample mean is “close” to the specified population mean, we do not have evidence
to reject the hypothesized population mean.

* If the calculated sample mean is “not close” to the specified population mean, we conclude
that our sample could not have been drawn from the hypothesized distribution, and thus,
we reject the null hypothesis.

Example 1: One Sample Hypothesis Test
Large Sample: Sample size: n> 30

1. The scores on an aptitude test required for entry into a certain job position have a mean of
500 and a standard deviation of 120. If a random sample of 36 applicants has a mean of
546, is there evidence that their mean score is different from the mean that is expected
from all applicants?

Null and Alternative Hypothesis

Ho p= 500

Ha: p#500

Convert 546 to a z-score to compare it to the assumed population mean.
_ X—pu _546-500 46

Jn J36

This means that 546 is 2.3 standard deviations from the hypothesized mean.
Using the z-table, we find that the probability that a value is to the right of 2.3 or to the left of
-2.3is 2*(.0107) = 0.0214. This value is called the p value p = 0.0214.

This probability is considered very small (values less than 0.05 are typically considered
small). Thus, if the mean is really 500, it is unlikely that we would get a sample mean that is
2.3 standard deviations from it. Thus, we conclude that the population mean is not 500; that is
we reject the null hypothesis and accept the alternate, concluding that the mean is not 500.
The probability that we are rejecting a true null hypothesis is 0.0294 (the value of p).
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Let’s construct a 95% confidence interval estimate of the population mean.

120
546 +1.96%(V/36 ) =546 + 39.2

The lower limit of the interval is 546 - 39.2 = 506.8
The upper limit of the interval is 546 + 39.2 = 585.2

Thus, we conclude that the actual mean score for the population from which this sample was
drawn falls between 507 and 585.

2. For sample size is small in problem 1.
Approach the problem the same way as in 1, using the t-distribution

:)_(—,u _ 546-500 _ 46 _
S 120 30

Jn J16

The degrees of freedom is 16-1=15

Using the t-table with 15 degrees of freedom, we find the closest t-value to 1.53 is 1.753 and
that the associated probability is 0.05.

Find is 2*(0.05) = 0.1. We then write the p value as p < 0.1.

Paired Samples Test

The paired t-test is commonly used to compare a sample group’s scores before and after an
intervention. This test is used when the samples are dependent. A paired t-test is used to
compare two population means where you have two samples in which observations in one
sample can be paired with observations in the other sample.

t 1.3

0 Find the difference in the paired values
0 Treat the difference scores as one sample.
0 Apply a one-sample test.
Example 3:  Compare the difference in cost wheat per kg for 2016 vs. 2015.

2016 2015 Difference

18.36 18.41 -0.05

32.82 31.34 1.48

23.58 37.36 -13.78

17.52 16.58 0.94

19.12 21.35 -2.23

14.85 14.59 0.26

30.50 31.00 -0.50

25.06 26.21 -1.15

30.89 31.52 -0.63

35.74 35.21 0.53

19.33 19.55 -0.22

30.92 25.75 5.17

34.30 33.91 0.39
Do a one-sample test on the difference values.

t=-0.63
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P=0.54
Do not reject Ho; we have no evidence to conclude that there has been a change in the cost
for 2016 over 2015.
Performing a Paired t-test in Excel:
To compare two paired values (such as in a before-after situation) where both observations
are taken from the same or matched subjects, you can perform a paired t- For example,
suppose your data contained the variables BEFORE and AFTER, (before and after weight on
a diet), for 8 subjects. The hypotheses for this test are:
Ho: mLoss = 0 (The average weight loss was 0)

Ha: mLoss # 0 (The weight loss was different than 0)

For example, the following weight loss data is used in this example

(DIET.XLYS)
Before  After
162 168
170 136
184 147
164 159
172 143
176 161
159 143
170 145

1. To perform a paired t-test, select Tools/ Data Analysis / t-test: Paired two sample for
means.

2. In the t-test: Paired two sample for means dialog box: For the Input Range for Variable
1, highlight the 8 values of Score in group “Before” (values from 162 to 170). For the input
range for Variable 2, highlight the eight values of Score in group “After” (values from 168 to
145). For now, leave the other items at their default selections. This dialog box is shown
below. Click OK. This dialog box is shown below:
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A B C D E F G H 1 J K L M N
1 | Before After
2 162 168 . -

t-Test: Paired Two Sample for Means ? 2
3 170 136
a| 8 1w -
b 16a 159 ariable 1 Range: SAS2ISASY 2.5 —
7 172 143 Variable 2 Range: 5552:5859 23
Hel

7 176 161 Hypothesized Mean Difference: Lo2
8 159 143 [ Label
9 170 145 b
o Alpha: |0.05
11 Qutput options
12 () Qutput Range: P
13 (@) New Worksheet Ply:
14 () New Workbook
15

1A

3. The results are shown in the output below:

t-Test: Paired Two Sample for Means

Variable 1 Variable 2
Mean 169.625 150.25
Variance 65.125 121.9286
Observations 8 8
Pearson Correlation -0.17675
Hypothesized Mean Difference 0
df 7
t Stat 3.706873
P(T<=t) one-tail 0.003793
t Critical one-tail 1.894579
P(T<=t) two-tail 0.007586
t Critical two-tail 2.364624

Thus, the two-tail p-value for this t-test is p=0.008 (.007585988) and t=3.71.

Excel actually does a poor job providing what you need to report the results of this test — for a
more complete understanding, you need to realize that the paired t-test is actually a test on the
DIFFERENCE between the two values. Thus, to make this a better analysis, first calculate
the difference between BEFORE and AFTER, creating the following new column called
“DIFF” using a formula such as =A2-B2 in cell C2 and copying the formula for the
appropriate remaining cells in the worksheet. Notice also that the average difference is
calculated (19.38).

Before After Diff
162 168 -6
170 136 34
184 147 37
164 159 5
172 143 29
176 161 15
159 143 16
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170 145 25
Average Diff= 19.375

Look back up at the original hypotheses — what you are testing is that the average loss is
different than zero (0). Thus, the t-test is actually testing to determine if the value 19.38 is
sufficiently different from 0 to claim significance. Thus, the number you are interested in
most is the average difference (loss) and not as much as the individual means of Before and
After.

Therefore to report these results properly, you need the mean difference and standard
deviation. You can get this by calculating descriptive statistics on the difference values.
(Tools/Data Analysis/ Descriptive Statistics) — choose the Summary Statistics and 95%
confidence interval options. The results in the following output:

Columnl1
Mean 19.375
5.22677
Standard Error 7
Median 20.5
Mode #N/A
Standard 14.7835
Deviation 6
218.553
Sample Variance 6
Kurtosis -0.5242
Skewness 0.57529
Range 43
Minimum -6
Maximum 37
Sum 155
Count 8
Confidence 12.3593
Level(95.0%) 6

Notice that the mean divided by the standard error (19.375/5.227 = 3.71) is same as the value
of the “t Stat” in the previous table. Another piece of information that is usually reported is a
95% confidence interval. Using the Confidence Level (95%) value of 12.359 in the table, the
confidence interval is the mean plus or minus this value. Thus, a 95% C.I. about Mean
Difference is (7.01, 31.74).

It can be stated in more precise manner that the mean weight loss (M=19.38, SD =14.784, N=
8) was significantly greater than zero, t(7)=3.71, two-tail p = 0.008, providing evidence that
the diet is effective in producing weight loss. A 95% C.l. about mean weight loss is (7.01,
31.74).
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NOTE: The test could have also been performed as a one-tail test. If so, use the appropriate
t-statistic and p-value from the Excel table.

NOTE: Also, you could do this test using a hypothesized value of the difference other than
zero — although zero is almost always used. Excel provides the opportunity to enter another
hypothesized value to test in the paired t-test dialog box.

Hands-On Hypothesis Testing Programming with R

One Sample T-Testing

One sample T-Testing approach collects a huge amount of data and tests it on random
samples. To perform T-Test in R, normally distributed data is required. This test is used to
test the mean of the sample with the population. For example, the height of persons living in
an area is different or identical to other persons living in other areas.

# Defining sample observations

X <- rnorm(100)

# One Sample T-Test

t.test(x, mu = 5)

# you can understand the parameter using in t-test
help(*'t.test™)

# hypothesis test with an example

x = ¢(38.7, 39.6, 37.9, 40.6, 40.5, 37.7, 41.2, 37.5, 39.1)

t.test(x,mu=40, alternative="less")

Two Sample T-Testing

In two sample T-Testing, the sample vectors are compared. If var.equal = TRUE, the test
assumes that the variances of both the samples are equal.

# Defining sample vector
X <- rnorm(100)

y <- rnorm(100)

# Two Sample T-Test
t.test(x, y)
ttest=t.test(x,y)
names(ttest)

ttest$statistic
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Directional Hypothesis

Using the directional hypothesis, the direction of the hypothesis can be specified like, if the
user wants to know the sample mean is lower or greater than another mean sample of the
data.

# Defining sample vector
X <- rnorm(100)
# Directional hypothesis testing

t.test(x, mu = 2, alternative = 'greater’)

Non-parametric one sample Wilcoxon signed rank test

This type of test is used when comparison has to computed on one sample and the data is
non-parametric. It is performed using wilcox.test() function in R programming.

# Define vector
X <- rnorm(100)

# one sample test
wilcox.test(x, exact = FALSE)
Non-parametric two sample Wilcoxon signed rank test

This type of test is used when comparison has to computed on two samples of data. The basic
way of using wilcox.test() command is to specify the two samples you want to compare as
separate vectors, as shown in the following command:

# Define vectors
X <- rnorm(100)

y <- rnorm(100)

# Two sample test
wilcox.test(X, y)

Correlation Test

This test is used to compare the correlation of the two vectors provided in the function call or
to test for the association between the paired samples.

#correlation Coefficient
count = ¢(9,25,15,2,14,25,24,47)
speed = ¢(2,3,5,9,14,24,29,34)

cor(count, speed)
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cor(count, speed, method = 'spearman’)
# Using given dataset in R
cor.test(count, speed)

cor.test(count, speed, method = 'spearman’, exact = F)

Test the equality of the variances of this two groups
x =rnorm(50,0,1)
y =rnorm(50,-0.27,0.4)

var.test(x,y)
F test to compare two variances

As p.value <a = 0.05 ,we accept H 1 and the variance of the 2 groups are different .

Test of normality

Test de Shapiro-Wilk (hypothése nulle ="normalite™) :
X = rnorm(100)

shapiro.test(x)

Distribution tests / Kolmogorov-Smirnov test

#ks.test(x,"distribution") to test if x follows the distribution (ex : punif, pnorm ...)
x=runif(20) ;y=rnorm(20)

ks.test(x,y)

#ks.test(x,y) to test if x and y follow the same distributions

ks.test(x,"pnorm")

we accept,H 0 : x and y follow the same distributions if p.value > o

ANOVA

Suppose we want to study the effect of the "sport™ factor at 2 levels on the "weight™ variable.
sport=rbinom(100,1,0.7)

facsport=as.factor(sport)

weight=round(rnorm(100,80,20),0)

anova(aov(weight~facsport ))
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Analysis of Variance Table
Response : poids

Df Sum Sgq Mean Sq F value Pr(>F)
facsport 1 4.00 4.000 0.0677 0.7986
Residuals 14 827.75 59.125

As p.value > a = 0.05 we accept Ho

Decision It is concluded that sport has an effect on weight
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Introduction: Statistical inference plays a major role in statistical investigation as it draws
conclusions for a given hypothesis. In testing of hypothesis, the main concern is to test the

assumed hypothesis about some feature(s) of one or more populations. Almost all large and small

sample tests such as t, F and »2 are based on the assumptions that the parent population (from

which the sample is drawn) has a specific distribution, such as normal distribution. The
distributions are usually defined through some parameters. In case of nonparametric tests, no
such assumptions are required and hence nonparametric tests are also known as distribution-free
tests. The cost of fewer assumptions is that nonparametric tests are generally less powerful than

their parametric counterparts (i.e., when the alternative is true, they may be less likely to reject

Ho). The inferences drawn from tests based on the parametric tests such t, F and 22 may be

seriously affected when the parent population distributions is not normal. These effects could be
more if when sample size is small. Thus when there is doubt about the distribution of the parent
population, a nonparametric method should be used. In many situations particularly in social and
behavioral sciences observations are difficult or impossible to take on numerical scales.
Nonparametric tests are well suited under such situations. However, certain assumptions
associated with N.P. tests are: (i) Sample observations are independent, (ii) variables under
study are continuous, (iii) p.d.f. is continuous, (iv) Lower order moments exist. Some advantages

and Drawbacks of the N.P tests are given below-

Advantages

Drawback

1. N.P. methods  are readily

comprehensible, very simple and
easy to apply and do not require
complicated sample theory.

1. N.P. test can be used only if the

measurements are nominal or
ordinal. Even in that case, if a
parametric test exists it is more
powerful than the N.P. test.

No assumption is made about the
form of frequency function of the
parent population from which
sampling is done

So far no N.P. test exists for testing
interactions in  “Analysis  of
Variance” model.

No parametric techniques will apply
to data which are mere classification

N.P. tests are designed to test
statistical hypothesis only and not
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for estimating the parameters

4. Since, the socio-economic data are
not in general, normally distributed,;
N.P. tests have found application in
Psychometry, Sociology  and
Educational Statistics.

5. N.P. tests are available to deal with
the data which are given in ranks or
whose seemingly numerical scores
have the strength of ranks.

First step in statistical testing is formulation of a hypothesis. A hypothesis is a statement about
the population. Its plausibility is evaluated on the basis of information obtained by sampling
from the population. A test generally involves two hypotheses. An assertion about the
population in favour of the ‘existing’ situations is taken as null hypothesis and denoted as Ho.
The negation of the null hypothesis is known as alternative hypothesis and denoted as Hi. H1
plays a decisive role in classifying a test as one-sided or two sided. We first develop a statistic
T(say) on the basis of the sample observations. The statistic T decides whether to reject or
accept the null hypothesis. Usually T follows some distribution. Based on this distribution the
range of T is divided into two groups; the critical region and the region of acceptance. If the
sample point falls in critical region, we reject null hypothesis. The size of the critical region
depends the risk we wish to incur which ultimately gives the significance level of the test. It is
denoted by « . It represents the probability of rejecting the null hypothesis when it is true, also
known as Type | error. Type Il error is the probability of rejecting Ho when Haz is true and

denoted by . Commonly used significance levels are 5% and 1% (« = .05 and .01). Finally,

a conclusion is drawn on the basis of the value of T falling or not falling in the critical region.
Some commonly used nonparametric tests are discussed in the sequel.
1. Run Test for Randomness:
Run test is used for examining whether or not a set of observations constitutes a random sample
from an infinite population. Test for randomness is of major importance because the assumption
of randomness underlies statistical inference. In addition, tests for randomness are important
for time series analysis. Departure from randomness can take many forms.

Ho: Sample values come from a random sequence

Hi1: Sample values come from a non-random sequence
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Test statistic: Let r be the number of runs (a Run is a sequence of sign of same kind bounded
by signs of other kind). For finding the number of runs, the observations are listed in their order
of occurrence. Each observation is denoted by a ‘+’ sign if it is more than the previous
observation and by a ‘-¢ sign if it is less than the previous observation. Total number of runs up
(+s) and down (-) is counted. Too few runs indicate that the sequence is not random (has

persistency) and too many runs also indicate that the sequence is not random (is zigzag).

Critical value: Critical value for the test is obtained from the table for a given value of n and

at desired level of significance (« ). Let this value is re.
Decision rule: If rc (lower) < r < rc (upper) accept Ho. Otherwise reject Ho.

Tied values: If an observation is equal to its preceding observation denote it by zero. While

counting the number of runs ignore it and reduce the value of n accordingly.

Large sample sizes: When sample size is greater than 25 the critical value rc can be obtained
using a normal distribution approximation.
The critical values for two-sided test at 5% level of significance are
re (lower) =4 -1.96 o ; re (upper) = u +1.96 o
For one-sided tests, these are
re (left tailed) = » - 1.654 , if r <rc, reject Ho

re (right tailed) =z + 1.65 o , if r< rc, reject Ha

where, ,u=2n_1 and o = /16n_29
3 90

Example 1: Data on value of imports of selected agricultural production inputs from U.K. by

a county (in million dollars) during recent 12 years is given below: Is the sequence random?
5.2 55 3.8 2.5 8.3 2.1 1.7 10.0 100 6.9 7.5 10.6
Ho: Sequence is random. Hi: Sequence is not random.

5.2 55 3.8 2.5 8.3 2.1 1.7 100 100 6.9 7.5 10.6

+ - - + - - + 0 - + +
Here n = 11, the number of runs r = 7. Critical values for « = 5% (two sided test) from the
table are rc (lower) = 4 and rc (upper) = 10. Since rc (lower) < r < rc (upper), i.e., observed r

lies between 4 and 10 the Ho is accepted. The sequence is random.
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Analysis using R:

> install.packages("'randtests")

> library(randtests)

> data<-c(5.2, 5.5, 3.8, 2.5, 8.3, 2.1, 1.7, 10.0, 10.0, 6.9, 7.5, 10.6)
> runs.test(data)

Result:

Runs Test

data: data
statistic = -1.8166, runs =4, nl =6, n2 =6, n =12, p-value = 0.06928
alternative hypothesis: nonrandomness

2. WALD-WOLFOWITZ Two-Sample Run Test

Wald-Wolfowitz run test is used to examine whether two random samples come from
populations having same distribution. This test can detect differences in averages or spread or
any other important aspect between the two populations. This test is efficient when each sample

size is moderately large (greater than or equal to 10).

Ho: Two sample come from populations having same distribution

Hi1: Two sample come from populations having different distributions
Test statistic: Let r denotes the number of runs. To obtain r, list the n1+ n2 observations from
two samples in order of magnitude. Denote observations from one sample by x’s and other by

y’s. Count the number of runs.

Critical Value: Difference in location results in few runs and difference in spread also result
in little number of runs. Consequently, critical region for this test is always one-sided. The
critical value to decide whether or not the number of runs are few, is obtained from the table.
The table gives critical value rc for n1 (size of sample 1) and n2 (size of sample 2) at 5% level

of significance.
Decision rule: If r < rc reject Ho.

Tie: In case x and y observations have same value place the observation x(y) first if run of x(y)

observation is continuing.
Large sample sizes: For sample sizes larger than 20 critical values rc is given below
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re= u -1.96c0 at 5% level of significance

g, 22 g 0:\/2n1n2(2n1n2 —n1-ny)
ng+np (ng +n2)2(n1 +np 1)
Example 2: To determine if a new hybrid seeding produces a bushier flowering plant, following
data was collected. Examine if the data indicate that new hybrid produces larger shrubs than the
current variety?
Shrubs Girth (in inches)

Hybrid | x 31.8 32.8 39.2 36.0 30.0 345 37.4
Current | y 35.5 27.6 21.3 24.8 36.7 30.0
variety

Ho: x and y populations are identical
Hi: There is some difference in girth of x and y shrubs.
Consider the combined ordered data.
213 248 276 300 300 318 328 345 355 360 36.7 374 392
y y y y X X X X y X y X X
Test statistic r =6 (total number of runs). For n1 = 7 and nz = 6, critical value rc at 5% level of
significance is 3. Since r > rc, we accept Ho that x and y have identical distribution.
Analysis using R:
> install.packages("DescTools")
> library(DescTools)
> RunsTest(x, y = NULL, alternative = c("two.sided", "less", "greater"),exact = NULL, na.rm =
FALSE, ...)
> A <-¢(31.8, 32.8, 39.2,36.0,30.0,34.5,37.4)
> B <- ¢(35.5,27.6, 21.3, 24.8, 36.7,30.0)
> RunsTest(A, B, exact=TRUE)#Exact P-value
> RunsTest(A, B, exact=FALSE)##Exact P-value
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Result:
wald-wolfowitz Runs Test

data: A and B
runs = 8, m=7, n =6, p-value = 0.796
alternative hypothesis: true number of runs is not equal the expected number

3. Median Test for Two Samples

To test whether or not two samples come from same population median test is used. It is more
efficient than the run test but each sample should be of size 10 at least. In this case, the
hypothesis to be tested is

Ho : Two samples come from populations having same distribution.

Hi : Two samples come from populations having different distribution.

Test Statistic: %2 (Chi-square). To test the value of test statistics two samples of sizes n1 and n2
are combined. Median M of the combined sample of size n = nl + n2 is obtained. Number of
observations below and above the median M for each sample is determined. This is then

analyzed as a 2 x 2 contingency table in the manner given below.

Number of observations
Sample 1 Sample 2 Total
Above Median a b a+b
Below Median c d c+d
atc=n1 b+d = n2 n = a+b+ c+d

(ad—bc)?(a+b+c+d)
(a+c)b+d)a+b)c+d)

Test Statistic: ,2 =

Decision rule: if y* > y.2 reject Hy otherwise accept it.
Tie: ties are ignored and n is adjusted accordingly.

Note: This test can be extended to k samples. Number of observations below and above the

combined median M from a 2 x k contingency table.

Example 3: Perform a median test on the problem of example 1 for the testing that the two
samples come from same population.

Ho : x and y populations are identical.
Hi : There is some difference in girth of x and y shrubs.
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Number of observations
X y Total
Above M 4 2 6
Below M 2 4 6
6 6 12

Seventh value 32.8 is the median of combined ordered sequence.

2
2 _126-4)° _4_, .,
6666 3

Since y2 =1.33 <;(é =3.84, Hois accepted. It is concluded that two samples come from the same

population. There is no significance difference in the girth of hybrid and current variety of shrub.

Note: This example is simple to demonstrate test procedure. In real situation n should be at least 20

and each cell frequency at least 5.

Analysis using R:

> library(MASS)

> chisg.test(x, y = NULL, correct = TRUE, p = rep(1/length(x), length(x)), rescale.p = FALSE,
simulate.p.value = FALSE,...)

4. Sign Test for Matched Pairs:

In many situations, comparison of effect of two treatments is of interest but observations occur in
pairs. Thus the two samples are not truly random. Because of such pair-wise dependence ordinary
two sample tests are not appropriate. In such situations when one member of the pair is associated
with the treatment A and the other with treatment B, nonparametric sign test has wide
applicability. It can be applied even when qualitative data are available. As the name suggests it
is based on the signs of the response differences Di. If ith pairs of observations is denoted by (xi,
yi) where x is the effect of treatment A and y to B then Di = xi — yi. The hypothesis to be tested is
Ho : No difference in the effect of treatments A and B. H1: A'is

better than B.

Test Statistic: Let S be the number of ‘-’ signs.

Critical value: Critical value Sc corresponding to n the number of pairs is given in Table 3.

Significance level is given by au as critical region is one sided (left tailed).
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Decision rule: If S < Sc reject Ho, other wise accept Ho.

Tie: In case two values of a pair are equal, reject that pair and reduce the number of observations

accordingly.

Note: In case alternative Hi is that there is some difference in effect of A and B, S represents
either the number of negative signs or the number of positive signs whichever turn out to be
smaller. A critical region is two sided and significant level is given by a2 for finding Sc.

Example 4: In a market study, two brands of lemonade were compared. Each of 50 judges tasted
two samples, one of brand A and one of brand B with the following results. 35 preferred brand A,
10 preferred B, and 5 could not tell the difference. Thus n = 45 and S = 10. Assuming a1 = 5%,
critical value Sc = 16 from Table 3. Since S < S¢, we reject Ho of no difference in favour of the

alternative Ha that the brand A is preferred.

Analysis using R:

The binom.test() function performs an exact test of a simple null hypothesis about the probability
of success in a Bernoulli experiment from summarized data or from raw data.

> binom.test(x, n = NULL, p = 0.5, alternative = c("two.sided", "less", "greater"), conf.level =
0.95,...)

> binom.test(10, 45)#10=number of success, 45=total number of trial

Result:

Exact binomial test

data: 10 and 45
number of successes = 10, number of trials = 45, p-value =
0.0002471
alternative hypothesis: true probability of success is not equal to 0.5
95 percent confidence interval:
0.1120459 0.3708876
sample estimates:
probability of success
0.2222222

Another example, here values of the variables given, Hence-
>x <-¢(1.83, 0.50, 1.62, 2.48, 1.68, 1.88, 1.55, 3.06, 1.30)
>y <- ¢(0.878, 0.647, 0.598, 2.05, 1.06, 1.29, 1.06, 3.14, 1.29)
>SignTest(x, y)
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Result:
Dependent-samples Sign-Test

data: x and vy
S =7, number of differences = 9, p-value = 0.1797
alternative hypothesis: true median difference is not equal to 0
96.1 percent confidence 1interval:

-0.080 0.952

sample estimates:
median of the differences

0.49

5. WILCOXON Signed Rank Test for Matched Pairs

In situations where there is some kind of pairing between observations in the two samples ordinary
two sample tests are not appropriate. Signed rank tests are useful in such situations. When
observations are measured data, signed rank test is more efficient than sign test as it takes account
of the magnitude of the observed differences, if the difference between the response of the two
treatments A and B is to be tested the test hypothesis is

Ho : No difference in the effect of treatments A and B. H :

Treatment A is better than B.

Test Statistic: T represents the sum of ranks with negative signs. For calculating T, obtain the
differences Di = xi — yi where Xi’s are response of treatment A and yi’s of treatment B. Rank the
absolute values of differences. Smallest give rank 1. Ties are assigned average ranks. Assign to
each rank sign of observed difference. Obtain the sum of negative ranks.

Critical value: Tc is given in Table 4 for n no. of pairs. Significance level is given by au as critical
region is one sided.
Decision rule: T < T reject Ho, other wise accept it.

Tie: Discard the pair for which difference = 0 and reduce n accordingly. Equal differences are
assigned average ranks.

Example 5: Blood pressure reading of ten patients before and after medication for reducing the
blood pressure are as follows. Test the null hypothesis of no effect against the alternative that
medication is effective.

Patient 1 2 3 4 5 6 7 8 9 10
Before X 86 84 78 90 92 77 89 90 90 86
treatment

After y 80 80 92 79 92 82 88 89 92 83
treatment

Differences 6 4 -14 11 0 5 1 1 -2 3
Rank 7 5 9 8 Discard 6 1.5 1.5 3 4

Sign + + - + Discard - + + -+
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Rank sum of negative differences = 3+6+9 = 18. Therefore value of test statistic T=18. Forn=9
and o1 =5 % Tc =8 from table 4. Since T>Tc null hypothesis of no effect of medication is accepted.

Analysis using R:

>library(MASS)

> x<-c(86,84,78,90,92,77,89,90,90,86)
> y<-c(80,80,92,79,92,82,88,89,92,83)
> wilcox.test(x, y, paired = TRUE)

Result:
Wilcoxon signed rank test with continuity correction

data: x and y
vV = 27, p-value = 0.6353
alternative hypothesis: true location shift is not equal to O

Warning messages:

1: In wilcox.test.default(x, y, paired = TRUE) :
cannot compute exact p-value with ties

2: In wilcox.test.default(x, y, paired = TRUE) :
cannot compute exact p-value with zeroes

6. KOLMOGOROV-SMIRNOV Test

In situations where there is unequal number of observations in two samples Kolmogorov- Smirnov
test is appropriate. This test is used to test whether there is any significance difference between
two treatments A and B (say). The test hypothesis is

Ho : No difference in the effect of treatments A and B.

Hi : There is some difference in the effect of treatments A and B.

Test Statistic: The test statistic is Dmn=sup|Fm (x) -G (x)|, both F and G are the sample empirical

distribution with sample size m and n. F(xi) is calculated as the average number of sample
observations of the first sample that are less than xi. Similarly G(xi) is calculated. Dmn is largest
value of the absolute difference between F(x) and G(x).

Critical value: Tabulated value of Dmn is available for different values of m, n and for different
level of significance. is given in Table 4 for n no. of pairs. Significance level is given by o1 as
critical region is one sided.

Decision rule: If the calculated value of Dmn is greater than the Tabulated value of Dmn, Ho is
rejected otherwise it is accepted.

Example 6: The following data represent the lifetimes (hours) of batteries for different brands:
Brand A 40 30 40 45 55 30
Brand B 50 50 45 55 60 40

Are these brands different with respect to average life?
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We first calculate the sample empirical distributions of two samples:

X F6 (X) Ge (x) Fe(x) - Ge (x)
30 2/6 0 2/6

40 4/6 1/6 3/6

45 5/6 2/6 3/6

50 5/6 4/6 1/6

55 1 5/6 1/6

60 1 1 0

Dg 6 = sup|Fs(x)| -G (x)=3/6 , From Table the critical value for m = n =6 at a=0.05 level is

4/6. Since the calculated value of Dmn is not greater than the Tabulated value, Ho is not rejected and it is
concluded that the average length of life for two brands is the same.

Analysis using R:
require(graphics)
require(dgof)

X <- ¢(40,30,40,45,55,30)
y <- ¢(50,50,45,55,60,40)
ks.test(x, y)

Result:

Two-sample Kolmogorov-Smirnov test

data: x and y
D =0.5, p-value = 0.4413
alternative hypothesis: two-sided
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PRACTICAL EXERCISES
1. Maximum level of a lake each year for a period of 20 years is given below. It is desired to test (a)

whether the sequence is generated by a random process, or (b) the process contains a trend. The

presence of trend will have significant environmental policy implications.

Year Level(Above Year Level(Above
190 190 meters)
meters)

1 6.6 11 6.0

2 6.5 12 5.8

3 6.4 13 5.9

4 6.5 14 5.6

5 6.4 15 5.5

6 6.4 16 5.3

7 6.3 17 5.1

8 6.2 18 5.3

9 6.1 19 5.4

10 5.9 20 5.2

2. Seasonal rainfall at two meteorological observations of a district is given below. Examine by using

Run test and Median test whether the rainfall of two observations can be considered as same.

Year Seasonal rainfall(cm) observations
A B

1985 25.34 24.31
1986 49.35 45.13
1987 39.62 42.83
1988 42.90 46.94
1989 57.66 57.50
1990 24.89 30.70
1991 50.63 48.37
1992 38.47 38.45
1993 43.25 44.00
1994 50.83 50.00
1995 22.02

3. An experiment was performed to determine if self-fertilized and cross fertilized plants have
different growth rates. Pairs of plants one self and other cross fertilized were planted in 15 pots.
Their heights were measured after specified period of time.

(a) Perform the sign test ot determine whether there is any difference in the growth rates of

self-fertilized and cross fertilized plants.
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(b)Perform Wilcoxon signed rank test to determine of crossed plants jave a higher growth

rate.
Plant height (cms) Plant height (cms)
Pair | Crossed fertilized | Self-fertilized | Pair | Crossed fertilized Self-fertilized
1 45.5 40.0 9 41.2 41.2
2 40.0 42.3 10 | 42.7 42.0
3 42.8 41.2 11 | 433 42.0
4 41.6 41.3 12 1410 40.7
5 37.9 36.7 13 | 46.0 43.5
6 42.5 38.0 14 | 39.2 40.6
7 44.1 39.8 15 443 42.5
8 40.7 38.9
Table 1: Critical values for runs up and down test
ar=5% a1=25% a1=1% a1=05%
o2 =10 % w2=5% w2=2% w2=1%
n Lower | Upper Lower Upper Lower Upper Lower Upper
3 - - - - - - - -
4 - - - - - - - -
5 1 - 1 - - - - -
6 1 - 1 - 1 - 1 -
7 2 - 2 - 1 - 1 -
8 2 - 2 - 2 - 1 -
9 3 8 3 - 3 - 2 -
10 3 9 3 - 3 - 2 -
11 4 10 4 10 3 - 3 -
12 4 11 4 11 4 - 3 -
13 5 12 5 12 4 12 4 -
14 6 12 5 13 5 13 4 13
15 6 13 6 14 5 14 4 14
16 7 14 6 14 6 15 5 15
17 7 15 7 15 6 16 6 16
18 8 15 7 16 7 16 6 17
19 8 16 8 17 7 17 7 18
20 9 17 8 17 8 18 7 18
21 10 18 9 18 8 19 8 19
22 10 18 10 19 9 20 8 20
23 1 19 10 20 10 20 9 21
24 1 20 11 20 10 21 10 22
25 12 21 11 21 11 22 10 22

a1 : Significance level for one sided test o2 : Significance level for two sided test

Source: Distribution Free Tests by H.R. Neave and P.L. Worthington. London, Unwin Hyman.
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Table 2: Critical values for the two sample run test.

nt2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20
n2
2 2 2 2 2 2 2 2 2 2
3 2 2 2 2 2 2 2 2 2 2 3 3 3 3 3
4 2 2 2 3 3 3 3 3 3 3 3 4 4 4 4 4
5 2 2 3 3 3 3 3 4 4 4 4 4 4 4 5 5 5
6 2 2 3 3 3 3 4 4 4 4 5 5 5 5 5 5 6 6
7 2 2 3 3 3 4 4 5 5 5 5 5 6 6 6 6 6 6
8 2 3 3 3 4 4 5 5 5 6 6 6 6 6 7 7 17 7
9 2 3 3 4 4 5 5 5 6 6 6 7 7 7 7T 8 8 8
10 2 3 3 45 5 5 6 6 7 7 7 7 8 8 8 8 9
11 2 3 4 4 5 5 6 6 7 7 7 8 8 8 9 9 9 9
12 2 2 3 4 45 6 6 7 7 7 8 8 8 9 9 9 10 10
13 2 2 3 45 5 6 6 7 7 8 8 9 9 9 10 10 10 10
14 2 2 3 45 5 6 7 7 8 8 9 9 9 10 10 10 11 11
15 2 2 3 45 6 6 7 7 8 8 9 9 10 10 11 11 11 12
16 2 3 4 45 6 6 7 8 8 9 9 10 10 11 11 11 12 12
17 2 3 4 4 5 6 7 7 8 9 9 10 10 11 11 11 12 12 13
18 2 3 4 55 6 7 8 8 9 9 10 10 11 11 12 12 13 13
19 2 3 45 6 6 7 8 8 9 10 10 11 11 12 12 13 13 13
20 2 3 4 5 6 6 7 8 9 9 10 10 11 12 12 13 13 13 14

Significance level 5%

Source: Statistics in Research by Borten Ostle. Ames. lowa USA. lowa State University Press.
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Table 3: Critical values for the Sign test (Matched pairs)

al 5% 25% 1% 05% al 5% 25% 1% 05%

n a2 10% 5% 2% 1% n a2 10% 5% 2% 1%
1 - - - - 26 8 7 6 6
2 - - - - 27 8 7 7 6
3 - - - - 28 9 8 7 6
4 - - - - 29 9 8 7 7
5 0 - - - 30 10 9 8 7
6 0 0 - - 31 10 9 8 7
7 0 0 0 - 32 10 9 8 8
8 1 0 0 0 33 11 10 9 8
9 1 1 0 0 34 11 10 9 9
10 1 1 0 0 35 12 11 10 9
11 2 1 1 0 36 12 11 10 9
12 2 2 1 1 37 13 12 10 10
13 3 2 1 1 38 13 12 11 10
14 3 2 2 1 39 13 12 11 11
15 3 3 2 2 40 14 13 12 11
16 4 3 2 2 41 14 13 12 11
17 4 4 3 2 42 15 14 13 12
18 5 4 3 3 43 15 14 13 12
19 5 4 4 3 A4 16 15 13 13
20 5 5 4 3 45 16 15 14 13
21 6 5 4 4 46 16 15 14 13
22 6 5 5 4 A7 17 16 15 14
23 7 6 5 4 A8 17 16 15 14
24 7 6 5 5 49 18 17 15 15
25 7 7 6 5 50 18 17 16 15

al : Significance level for one sided test
a2 : Significance level for two sided test

Source: Distribution Free Tests by H.R. Neave and P.L. Worthington. London, Unwin Hyman.
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Table 4: Critical values for the Wilcoxon signed rank test

al 5% 25 1% 05 o1 5% 25% 1% 05%
% %

n a2 10% 5% 2% 1% n 02 10% 5% 2% 1%
1 - - - - 26 110 98 84 75

2 - - - - 27 119 107 92 83

3 - - - - 28 130 116 101 91

4 - - - - 29 140 126 110 100
5 0 - - - 30 151 137 120 109
6 2 0 - - 31 163 147 130 118
7 3 2 0 - 32 175 159 140 128
8 5 3 1 0 33 187 170 151 138
9 8 5 3 1 34 200 182 162 148
10 10 8 5 3 35 213 195 173 159
11 13 10 7 5 36 227 208 185 171
12 17 13 9 7 37 241 221 198 182
13 21 17 12 9 38 256 235 211 194
14 25 21 15 12 39 271 239 224 207
15 30 25 19 15 40 286 264 238 220
16 35 29 23 19 41 302 279 252 233
17 41 34 27 23 42 319 294 266 244
18 47 40 32 27 43 336 310 281 261
19 53 46 37 32 44 353 327 296 276
20 60 52 43 37 45 371 343 312 291
21 67 58 49 42 46 389 361 328 307
22 75 65 55 48 A7 407 278 345 322
23 83 73 62 54 48 426 296 362 339
24 91 81 69 61 49 446 415 379 355
25 100 89 76 68 50 466 434 397 373

a1 : Significance level for one sided test
a2 : Significance level for two sided test

Source: Distribution Free Tests by H.R. Neave and P.L. Worthington. London, Unwin Hyman.
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DATA VISUALIZATION USING R

Soumen Pal
ICAR-Indian Agricultural Statistics Research Institute
Library Avenue, New Delhi - 110 012
soumen.pal@icar.gov.in

Dataset

An experiment was conducted to study the hybrid seed production of bottle gourd
(Lagenaria siceraria (Mol.) Standl.) Cv. Pusa hybrid-3 under open field conditions during
Kharif-2005 at ICAR-Indian Agricultural Research Institute, New Delhi. The main aim of
the investigation was to compare natural pollination and hand pollination under field
conditions. The data were collected on 10 randomly selected plants from each of natural
pollination and hand pollination. The data were collected on number of fruit set for the
period of 45 days, fruit weight (kg), seed yield per plant (g) and seedling length (cm). The
data obtained is as given below:

{Here Group 1 denotes natural pollination and Group 2 denotes the hand pollination)

Group | No of Fruit | Fruit Weight(Kg) | Seed Yield per plant(g) Seedling
set (45 days) length(cm)

1 7 1.85 147.70 16.86
1 7 1.86 136.86 16.77
1 6 1.83 149.97 16.35
1 7 1.89 172.33 18.26
1 7 1.80 144.46 17.90
1 6 1.88 138.3 16.95
1 7 1.89 150.58 18.15
1 7 1.79 140.99 18.86
1 6 1.85 140.57 18.39
1 7 1.84 138.33 18.58
2 6.3 2.58 224.26 18.18
2 6.7 2.74 197.50 18.07
2 7.3 2.58 230.34 19.07
2 8 2.62 217.05 19

2 8 2.68 233.84 18

2 8 2.56 216.52 18.49
2 7.7 2.34 211.93 17.45
2 1.7 2.67 210.37 18.97
2 7 2.45 199.87 19.31
2 7.3 2.44 214.30 19.36
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Data Visualization using R

Importing and Attaching the dataset

prac.data = read.table(file.choose (), header=T)

attach (prac.data)

The commonly used diagrams and graphs are:

Bar Chart
Pie Chart
Line Graph
Scatter Plot
Histogram
Box Plot

oakrwd

Bar Chart

A bar chart represents data in rectangular bars with length of the bar proportional to the
value of the variable.

bp = barplot(sl, main="Bar plot", xlab='number', ylab='seedling
length',ylim=c (0, 25),col="'green')

legend ("topleft", "length", cex = 0.8, fill = 'green')

## Add text at top of bars

ftext(x = bp, y = sl, label = sl, pos = 3, cex = 0.5, col = "red")
# cex: character expansion factor relative to current par ("cex").

text (bp,sl+l,labels=as.character(sl),cex = 0.5)
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Pie Chart

Pie chart is used to compare the relation between the whole and its components.

# divide the prac.data into 2 groups.

grl prac.data[c(1:10),]1

gr2 prac.data[c(11:20),]

wtsum <- c(sum(grl$fw), sum(gr2$fw))

labels <= c("grl", "gr2")

pie (wtsum, labels, main = "Sum of Fruit Weights",col = c('red',
"blue'))
legend ("topright", c("grl", "gr2"), cex = 0.8, fill = c('red',
'blue'))
Sum of Fruit Weights
g
W g2
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Line Graph

Line Graphs are used to display quantitative values over a continuous interval or time

period.

# Plot the line chart.
plot (grls$sl,type = "o",col = "red", xlab = "sample no", ylab =
"fs", ylim=c(15,20),

main = "Line chart")
lines (gr2$sl, type = "o", col = "blue")
legend ("bottomright"™, c('grl','gr2'), cex = 0.8, fill = c('red',
'blue'))

Line chart
O_
(']
@ _|
@ ]
o
~
©w ]
| grl
L 4 W g2
T T T T T
2 4 6 8 10
sample no

Scatter Plot

A scatter plot, also known as a scatter graph or a scatter chart, is a two-dimensional data
visualization that uses dots to represent the values obtained for two different variables -

one plotted along the x-axis and the other plotted along the y-axis.

plot(sl, sy, main="Scatter Plot", xlab="Seedling Length",
ylab="Seed Yield",col="blue", type="p", pch=1)
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Scatter Plot
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Scatter Plot Matrix

For a set of data variables, the scatter plot matrix shows all the pairwise scatterplots of the

variables on a single view with multiple scatterplots in a matrix format.

pairs (~fs+fw+sy+sl,data = prac.data, main = "Scatterplot Matrix")
Scatterplot Matrix
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Histogram

Histograms show the number of observations that fall within specified divisions (i.e., bins).

hist(sy, main = 'Histogram: Seed yield per plant', xlab='Seed
Yield', ylab='Frequency', col = 'blue', density = 20) # the

density of shading lines, in lines per inch.

Histogram: Seed yield per plant

Frequency
3
l

[ T T T I T |
120 140 160 180 200 220 240

Seed Yield

Box Plot

A Box Plot is the visual representation of the statistical five number summary of a given
data set. The five number summary includes: Minimum, First Quartile, Median (Second

Quartile), Third Quartile, and Maximum.

# Individual Box Plot.
boxplot (grls$sy, main="boxplot", xlab="Seed

Yield",ylab="value",col="blue", boxwex=0.2) # for grl.
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boxplot
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boxplot (gr2$sy, main="boxplot", xlab="Seed
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# Boxplots in a single diagram.

boxplot (grl$sy,gr2$sy, main = 'Boxplot for Seed Yield Per Plant',
xlab = 'Group', ylab = 'Seed Yield', col = c('blue', 'red'),
boxwex=0.2, names = c('Groupl', 'Group2'))

Boxplot for Seed Yield Per Plant
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NONLINEAR GROWTH MODELS
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1. Linear Model. A mathematical model is an equation or a set of equations which represents
the behaviour of a system (France and Thornley, 2006). It can be cither ‘linear’ or ‘nonlinear’.
A linear model is one in which all the parameters appear linearly. Some examples of linear
model are:

(a) Multiple linear regression
Y=ay+a: X1+ +apX, +¢
where Y is response variable, X; are explanatory (or predictor) variables and ¢ is the error term.
(b) Polynomial models with one predictor variable
Y=a+bX+¢ (First-order model)
Y=a+bX+cX+¢ (Second-order or Quadratic or Curvilinear model)

Above models are very widely used in Agriculture, Industry, Education, Medicine, etc. ‘Method
of least squares’ is generally employed for estimation of parameters. However, if polynomial
models of a certain order are fitted to data by applying this procedure and later it is decided to
add an extra term of a higher order, then estimates of all the parameters in the model have to be
computed afresh.

2. Nonlinear Models. It is well recognized that any type of statistical inquiry in which
principles from some body of knowledge enter seriously into the analysis is likely to lead to a
‘Nonlinear model’ (Seber and Wild, 2003). Such models play a very important role in
understanding the complex inter-relationships among variables. A ‘nonlinear model’ is one in
which at least one of the parameters appears nonlinearly. More formally, in a ‘nonlinear model’,
at least one derivative with respect to a parameter should involve that parameter. Examples of a
nonlinear model are:

Y(t) = exp(at+bt?) (1a)
Y(t) = at + exp(-bt). (1b)

Note. Some authors use the term ‘intrinsically linear’ to indicate a nonlinear model which can be
transformed to a linear model by means of some transformation. For example, the model given
by eq. (1a) is ‘intrinsically linear’ in view of the transformation

X(t) =log, Y(t).

3. Some Important Nonlinear Growth Models. Those models, which describe the growth
behaviour over time, are applied in many fields. In the area of population biology, growth
occurs in plants, animals, organisms, etc. The type of model needed in a specific situation
depends on the type of growth that occurs. In general, growth models are mechanistic in nature,
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rather than empirical. In the former, the parameters have meaningful biological interpretation;
the latter is just like a ‘black-box’ where some input is given and some output is taken out. A
mechanistic model usually arises as a result of making assumptions about the type of growth,
writing down differential or difference equations that represent these assumptions, and then
solving these equations to obtain a growth model. The utility of such models is that, on one
hand, they help us to gain insight into the underlying mechanism of the system and on the other
hand, they are of immense help in efficient management. We now discuss briefly some well-
known nonlinear growth models:

(i) Malthus Model. If N(t) denotes the population size or biomass at time t and r is the intrinsic
growth rate, then the rate of growth of population size is given by

dN/dt = rN. (2)
Integrating, we get
N(t) = No exp(rt), €)

where N, denotes the population size at t=0. Thus this law entails an exponential increases for
r>0. Furthermore, N(t) - o0 as t — oo, which cannot happen in reality.

Note. The parameter r is assumed to be positive in all models.
(i) Monomolecular Model. This model describes the progress of a growth situation in which it
!s believed that the rate of growth at any time is proportional to the resources yet to be achieved,
" dN/dt = r(K-N) )
where K is the carrying size of the system. Integrating eq. (4), we get
N(t) = K — (K — N,) exp(—rt) (5)

(iii) Logistic Model. This model is represented by the differential equation

dN/dt = rN (1-N/K) (6)
Integrating, we get

N(&) = K/[1+ (K/Ny — 1) exp(=rt)] (7)

The graph of N(t) versus t is elongated S-shaped and the curve is symmetrical about its point of
inflexion.

(iv) Gompertz Model. This is another model having a sigmoid type of behaviour and is found to
be quite useful in biological work. However, unlike the logistic model, this is not symmetric
about its point of inflexion. The differential equation for this model is

dN/dt =rNlog.(K/N) (8)

Integration of this equation yields
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N(t) = Kexp[log.(No/K)exp(—rt)]. ©)
(v) Richards Model. This model is given by

dN /dt = rN(K™=N™)/(mK™), (10)
which, on integration, gives

N(t)=K Ny /[N, +(K™ =N )exp(-rt)]*' ™. (11)

Evidently, the last three models are particular cases of this model when m= —1,1,0 respectively.
However, unlike the earlier models, this model has four parameters.

(vi) Bass (on Mixed influence) Model. This model is widely used in “Marketing Research”. It is
a combination of Monomolecular and Logistic models and is given by the differential equation

dN/dt = (a + bN) (C — N) (12)
where C is carry capacity. The solution is

C(a+bd)—a(c—d)e~(a+bo)t

N(t) = (a+bd)+b(c—d)e=(@+bo)t *

4. Fitting of Nonlinear Models. The above models have been posed deterministically.
Obviously this is unrealistic and so we replace these deterministic models by statistical models
by adding an error term on the right hand side and making appropriate assumptions about them.
This results in a ‘Nonlinear statistical model’. As in linear regression, in non-linear case also,
parameter estimates can be obtained by the ‘Method of least squares’. However, minimization of
residual sum of squares yield normal equations which are nonlinear in the parameters. Since it is
not possible to solve nonlinear equations exactly, the next alternative is to obtain approximate
analytic solutions by employing iterative procedures. Three main methods of this kind are:

i) Linearization (or Taylor Series) method
i) Steepest Descent method
iii) Levenberg-Marquardt’s method

The details of these methods along with their merits and demerits are given in Draper and Smith
(1998). The linearization method uses the results of linear least square theory in a succession of
stages. However, neither this method nor the Steepest descent method, is ideal. The latter
method is able to converge on true parameter values even though initial trial values are far from
the true parameter values, but this convergence tends to be very slow at the later stages of the
iterative process. On the other hand, the linearization method will converge very rapidly
provided the vicinity of the true parameter values has been reached, but if initial trial values are
too far removed, convergence may not occur at all.
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The most widely used method of computing nonlinear least squares estimators is the
Levenberg-Marquardt’s method. This method represents a compromise between the other two
methods and combines successfully the best features of both and avoids their serious
disadvantages. It is good in the sense that it almost always converges and does not ‘slow down’
at the latter part of the iterative process. We now discuss this method in some detail.

Let us consider the model
Yi =f(Xi,9)+.9i ,i:1,2,...,n, (12)

where x; and y; are respectively the i ™ observations of explanatory and response variables,
6= (6, 6, .. 6,)' are parameters, and error terms &; are independent and follow

N(0, &%).The residual sum of squares is
n
S(8)= X1y - f(x 0] (13)
1=

Let O =(6g 6o .- po) ' be the vector of initial parameter values. Then the algorithm

for obtaining successive estimates is essentially given by

(H+z1)(6p—-61)=9, (14)
where
2
= &(6) , H= 2°5(0) , | is the identity matrix and 1 is a suitable multiplier.
12’ 12 Xz
6=69 6=6g

Note (i) Marquardt scaled the various quantities appearing in (14) by the standard deviations of
the derivatives with respect to the parameter values.

i) Now a days most of the standard statistical packages contain computer programmes to fit
nonlinear statistical models based on Levenberg-Marquardt algorithm. For example, SPSS has
NLR option, SAS has NLIN option, IMSL has RNSSQ option to accomplish the task. In SAS
package, one more procedure for nonlinear estimation viz. Does not use derivatives (DUD)
procedure is also available.

Choice of Initial Values. All the procedures for nonlinear estimation require initial values of
the parameters and the choice of good initial values is very crucial. However, there is no
standard procedure for getting initial estimates. The most obvious method for making initial
guesses is by the use of prior information. Estimates calculated from previous experiments,
known values for similar systems, values computed from theoretical considerations all these
form ideal initial guesses. Some other methods are:

(i) Linearization. After ignoring the error term, check the form of the model to see if it could be

transformed into a linear form by means of some transformation. In such cases, linear regression
can be used to obtain initial values.
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(i) Solving a system of equations. If there are p parameters, substitute for p sets of observations
into the model ignoring the error. Solve these equations for the parameters, if possible. Widely
separated xi often work best.

(i) Using properties of the model. Consider the behaviour of the response function as the xi go
to zero or infinity, and substitute in for observations that most nearly represent those conditions
in the scale and context of the problem, solve, if possible, the resulting equations.

(iv) Graphical method. Sometimes a visual estimate can be obtained by plotting the data.

5. Goodness of Fit of a Model. This is generally assessed by the coefficient of determination,
R2. However, as pointed out by Kvalseth (1985), eight different expressions for R? appear in the
literature. Huang and Draper (2003) have suggested yet another measure based on R?. One of the
most frequent mistakes occurs when the fits of a linear and a nonlinear model are compared by
using the same R? expression but different variables. Thus, for example, a power model or an
exponential model may first be linearized by using a logarithmic transformation and then fitted
to data by using ordinary least squares method. The R?-value is then often calculated using the
data points (log. Y;,loge ¥;). The R? is generally interpreted as a measure of goodness of
fit of even the original nonlinear model, which is incorrect. Scott and Wild (1991) have given a
real example where two models are identical for all practical purposes and yet have very
different values of R? calculated on the transformed scales.

Kvalseth (1985) has emphasized that, although R? given by

RZ=1-2(y; —¥i)? 1 2(y; -¥)° (15)
Is quite appropriate even for nonlinear models, other summary statistics like
Mean Absolute Error(MAE) = Xly; —y;|/n,

Mean Squared Error(MSE) = X(y; -V, )2 I(n—p),
should also be computed. Here n is the total number of observed values and p denotes the
number of model parameters.

6. Examination of Residuals. Uncritical use and sole reliance on the above statistics may fail
to reveal important data characteristics and model inadequacies. Additional detailed analysis of
the residuals is strongly recommended to decide about the suitability of a model. Two important
assumptions made in the model are:

)] errors are independent
i) errors are normally distributed.

These assumptions can be verified by examining the residuals. If the fitted model is correct, the
residuals should exhibit tendencies that tend to confirm or at least should not exhibit a denial of
the assumptions. The principal ways of plotting the residuals are: (a) in time sequence, (b)
against fitted values. We now discuss the tests for the assumptions (i) and (ii) above.
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(i) Test for independence of errors (Run test). We test
H,: Errors are independent

against
H,: Errors are not independent.

Replace a residual by “+’ or ‘= sign according as it is positive or negative. Let m be the
number of pluses and n be the number of minuses in the series of residuals. The test is based on
the number of runs (r), where a run is defined as a sequence of symbols of one kind separated by
symbols of another kind (Siegel and Castellan, 1988). A good large sample approximation to the
sampling distribution of the number of runs is the normal distribution with

Mean () = 2mn/(m+n) + 1
and

Variance (o2 ) =2mn(2mn-m-n)(m+n)2(m+n-1)—
Therefore, for large samples the required test statistic is

Z = (r+h-p)/ o~ N(0,1),
where
h:{ 0.5 ifr<pu
-0.5, ifr>pu.
Hois rejected at level «if 1ZI >Z,,,, where

Z,=P{Z>7Z)=«a
(if) Test for normality (Shapiro-Wilk test (n<50)). We test

H,: Errors are normally distributed
against
H,: Errors are not normally distributed.

The required test statistic W is defined as
W = S?/b,
where
S? = T a(k) Ko — X i b= Z(x; - X)?
In the above, the parameter k takes the values
{ 1.2,...,n/ 2, whenniseven
1

2,...,(h=1)/2, whennisodd
and X k) is the k™ order statistic of the set of residuals. The values of coefficients a(k) for

different values of n and k are given in Table 5 of Shapiro-Wilk (1965). H, is rejected at level a
if calculated value of W is less than the tabulated value, which is given in Table 6 of the above
article.

7. Growth models using r software
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In this section, we will demonstrate the Monomolecular, Logistic and Gompertz models with an
example using R software.

Monomolecular Model:  y(t) = K -(K - yo)exp(-rt).
Logistic Model: y(t) = K/[1+ (K/yo-1)exp(-rt)].
Gompertz Model: y(t) = K exp[In(yo/K) exp(-rt)].

Here, y(t) denotes the production/ productivity/ area etc. at time t, r is the intrinsic growth rate, K
is the carrying capacity of the system and yo is the value of y(t)at time to.

For logistic and Gompertz models, the annual growth rates pertaining to the period (ti, ti+1 ), [ 1=
0,1,...,n -1, where n denotes the number of data points] respectively are:

r M= r[K/y(t)-1]

rbe=r[1- y(t)/K]

rSe=r In[K/y(1)]

Example:
Following data contains the total food grain production of India during the period 1980 to 2009:

Year Production (Million Tonnes)
1980-81 129.59
1981-82 133.30
1982-83 129.52
1983-84 152.37
1984-85 145.54
1985-86 150.44
1986-87 143.42
1987-88 140.35
1988-89 169.92
1989-90 171.04
1990-91 176.39
1991-92 168.38
1992-93 179.48
1993-94 184.26
1994-95 191.50
1995-96 180.42
1996-97 199.44
1997-98 192.26
1998-99 203.61
1999-00 209.80
2000-01 196.81
2001-02 212.85
2002-03 174.77
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2003-04 213.19
2004-05 198.36
2005-06 208.60
2006-07 217.28
2007-08 230.78
2008-09 233.88

Nonlinear Growth Models

(Source: Agricultural Statistics at a Glance 2009, Directorate of Economics and Statistics,
Ministry of Agriculture, Govt. of India.)

R-code with results has been given below:

library (readxl)

library (nlstools)

library (modelr)

data <- read excel ("D:/Training Mannual/Non-linear/Excel.xlsx")

attach (data)

y<-

t<-

data$Production

dataSYear

Model<-nls ( (y~k-(k-y0) *exp (-r*t)),start=1ist (k=200,

summary (Model)

i
##
##
##
##
##
##
i
##
i
##
i
##
i

Formula: y ~ k -
Parameters:
Estimate Std.
k 307.53314 87.
y0 127.52410 5.
r 0.02673 0.
Signif. codes: 0
Residual standard

(k - y0)

Error t value Pr(>|t])

91667
81721
01861

Thxx !

error:

Number of iterations to

3.498

21.922

1.437 0.1627
0.001 '**' 0.01

* exp(-r * t)

*

0.0017 =*x*

<2e-16 ***

0.05

0.1

10.42 on 26 degrees of freedom

convergence:

9

y0=100,r=0.5))

1
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## Achieved convergence tolerance: 9.921e-06
rsquare (Model, data)

## [1] 0.8912371
Predicted<-predict (Model)
Actual<-data$Production
Actual Predicted<-cbind(Actual, Predicted)
Actual Predicted

# Actual Predicted
## [1,] 129.59 127.5241
## [2,] 133.30 132.2727
## [3,]1 129.52 136.8961
## [4,] 152.37 141.3975
## [5,]1 145.54 145.7801
## [6,] 150.44 150.0472
## [7,] 143.42 154.2016
## [8,] 140.35 158.2465
## [9,]1 169.92 162.1847
## [10,] 171.04 166.0190
#4# [11,] 176.39 169.7521
## [12,] 168.38 173.3868
#4# [13,]1 179.48 176.9256
## [14,] 184.26 180.3710
#4# [15,] 191.50 183.7255
## [16,] 180.42 186.9915
## [17,] 199.44 190.1714
#4# [18,] 192.26 193.2674
#4# [19,] 203.61 196.2818
## [20,]1 209.80 199.2166
#4# [21,] 196.81 202.0739
## [22,] 212.85 204.8560
#4# [23,]1 174.77 207.5646
## [24,] 213.19 210.2017
## [25,] 198.36 212.7693
## [26,] 208.60 215.2692
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## (27,1 217.28 217.7031

## [28,] 230.78 220.0728

## [29,] 233.88 222.3800

plot (Actual Predicted[,2], type="1",col="red",main="Fitted model")
points (Actual Predicted[,1], cex = 1.0,col="black")

lines (Actual Predicted[,1],col="blue")

Fitted model

200
|

[2]

Actual_Predicted

140
|

0 5 10 15 20 25 30

#Calculation of Compound Growth Rate

summary<-summary (Model)
coefficient<-summary[["coefficients"]]

coefficient

#4 Estimate Std. Error t value Pr(>|t])
## k 307.53314440 87.91667308 3.498007 1.704821e-03
## v0 127.52409646 5.81721033 21.921864 2.724242e-18
## r 0.02673415 0.01860641 1.436824 1.626934e-01
r<-coefficient[3,1]

r

## [1] 0.02673415

k<-coefficient[1l,1]

k

## [1] 307.5331

gr rate <- r*(k/Actual Predicted[,1]-1)
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growth rate <-mean (gr rate)

percentage growth rate <- growth rate*100

percentage growth rate

##

Model<-nls ((y~k/ (1+ (k/y0-1) *exp (-r*t))),start=1ist (k=200,

[1] 2.014404

summary (Model)

##
##
i
##
i
##
i
##
##
##
##
##
##
i
##

Formula: y ~ k/ (1

Parameters:
Estimate Std.
k  255.02130 29.

y0 128.54229 5.
r 0.06673 0.

Signif. codes: O

Residual standard

+ (k/y0 = 1) * exp(-r * t))

Error t value Pr(>|t])

33704 8.693 3.6e-09 *x*x*
35041 24.025 < 2e-16 **x*
02015 3.312 0.00272 **

'Rxxt 0.001 '"**' 0.01 '*'" 0.05 '".' 0.1

error: 10.46 on 26 degrees of freedom

Number of iterations to convergence: 7

Achieved convergence tolerance: 1.592e-06

rsquare (Model, data)

##

[1] 0.8904272

Predicted<-predict (Model)

Actual<-dataS$Production

Actual Predicted<-cbind(Actual, Predicted)

y0=100,r=0.5))

1

plot (Actual Predicted[,2],type="1",col="red",main="Fitted model")

points (Actual Predicted[,1], cex = 1.0,col="black")

lines (Actual Predicted[,1],col="blue")
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Fitted model
o
8
o
& Q7
=1
2
s 84
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Index
#Calculation of Compound Growth Rate
summary<-summary (Model)
coefficient<-summary[["coefficients"]]
coefficient
#4# Estimate Std. Error t value Pr(>|t])

## k 255.02130226 29.33703921 8.692810 3.599819e-09
## yv0 128.54229236 5.35041140 24.024749 2.804873e-19
## 0.06673483 0.02014755 3.312306 2.723417e-03
r<-coefficient[3,1]

k<-coefficient[1l,1]

gr rate <- r*(k/Actual Predicted[,1]-1)

growth rate <-mean(gr_rate)

percentage growth rate <- growth rate*100

percentage growth rate

## [1] 3.03031

Model<-nls (y~k*exp (log(y0/k) *exp (-r*t)),start=1ist (k=200, y0=100,r=0.5))
summary (Model)

##

## Formula: vy ~ k * exp(log(y0/k) * exp(-r * t))

##

## Parameters:
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#4 Estimate Std. Error t value Pr(>|t])

## k 271.96089 44.47076 6.115 1.83e-06 **x*

## y0 128.03080 5.56619 23.001 < 2e-16 ***

## r 0.04674 0.01929 2.423 0.0227 *

##H ——-

## Signif. codes: O '"***' (0.001 '**' 0.01 '*'" 0.05 '." 0.1 " ' 1
##

## Residual standard error: 10.44 on 26 degrees of freedom
##

## Number of iterations to convergence: 7

## Achieved convergence tolerance: 5.362e-06

rsquare (Model, data)

## [1] 0.8909237

Predicted<-predict (Model)

Actual<-dataSProduction

Actual Predicted<-cbind(Actual, Predicted)

plot (Actual Predicted[,2],type="1",col="red",main="Fitted model")
points (Actual Predicted[,1], cex = 1.0,col="black")

lines (Actual Predicted[,1],col="blue")

Fitted model

220
1

[2]
200
I

Actual_Predicted

140
1

Index

#Calculation of Compound Growth Rate

summary<-summary (Model)
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coefficient<-summary[["coefficients"]]
coefficient
## Estimate Std. Error t value Pr(>|t])

## k  271.96089364 44.47075502 6.115500 1.829013e-06
## y0 128.03080089 5.56619495 23.001494 8.280989%e-19
## r 0.04674349 0.01929183 2.422968 2.266056e-02
r<-coefficient[3,1]

k<-coefficient[1l,1]

gr rate <- r*(k/ActualiPredicted[,l]—l)

growth rate <-mean(gr_rate)

percentage growth rate <- growth rate*100

percentage growth rate

## [1] 2.574017
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1. Introduction

A data set containing observations on a single phenomenon observed over multiple time
periods is called time-series. In time-series data, both the values and the ordering of the
data points have meaning. For many agricultural products, data are usually collected over
time. Analysis of time series has been a part of statistics for long. Some methods have
also been developed for its analysis to suit the distinct features of time series data, which
differ both from cross section and panel or pooled data. Various approaches are available
for time series modeling. Some of the tools and models which can be used for time series
analysis, modeling and forecasting are briefly discussed. Various statistical approaches
viz. regression, time series, stochastic and, of late, machine learning approaches are in
vogue for statistical modeling. However, the same cannot be claimed to be complete and
exhaustive. Every approach has its own advantages and limitations. These models
typically utilize a host of empirical data and attempt to forecast market behavior and
estimate future values of key variables by using past values of core economic indicators.

Forecasting plays a crucial role in business, Industry, government and institutional
planning because many important decisions depend on the anticipated future values of
certain variables. Forecast can be made in many different ways, the choice of the method
depending on the purpose and importance of the forecasts as well as the costs of
alternative methods. The most widely used technique for analysis of time-series data is;
undoubtedly, the Box Jenkins’ Autoregressive integrated moving average (ARIMA)
methodology. In this presentation, we shall talk about ‘Univariate’ Box-Jenkins models,
also referred to as ARIMA models. Univariate or single series means that forecasts are
based only on past values of the variable being forecast, they are not based on any other
data series. The time-series data refer to observations on a variable that occur in a time
sequence. One characteristic of such data is that the successive observations are
dependent. Each observation of the observed data series, Yt, may be considered as a
realization of a stochastic process {Y: }, which is a family of random variables {Y:, t e
T} where T={0,+1,+£2, ...}, and apply standard time-series approach to develop an
ideal model which will adequately represent the set of realizations and also their
statistical relationships in a satisfactory manner.

We denote by Yt , the observation made at timet (t=1,2, .... ,n). Thus, a time-
series involving n points may be represented as sequence of n observations Y1, Y2, .. ...
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, Yn. The statistical analysis of time series data differs from the classical regression
analysis. Time series data typically violates the assumption that the error
terms/successive observations are uncorrelated with each other. This effect, known as
autocorrelation, biases the standard error associated with regression slope parameters
estimates and makes the relevant t-test invalid. Contrary to statistically independence of
observations, in the Box-Jenkins method, we suppose that the time sequenced
observations ( Y1, Y2,. .. .. , Y1, Y, Y1, ... ) may be statistically related to others in the
same series. Our goal is to find a good way of stating that statistical relationship. That
is, we want to find a good model that describes how the observations in a single time-
series are related to each other.

The Box-Jenkins models are specially suited to short term forecasting because most
ARIMA models place greater emphasis on the recent past rather than the distant past. The
Box-Jenkins method applies to both discrete data as well as to continuous data.
However, the data should be available at equally spaced discrete time intervals. Also,
building of a ARIMA model requires a minimum of about 40-50 observations.

2. Time series models and components

Time series (TS) data refers to observations on a variable that occurs in a time sequence.
Mostly these observations are collected at equally spaced, discrete time intervals. The TS
movements of such chronological data can be decomposed into trend, periodic (say,
seasonal), cyclical and irregular variations. One or two of these components may
overshadow the others in some series. A basic assumption in any TS analysis/modeling is
that some aspects of the past pattern will continue to remain in the future.

TS models have advantages over other statistical models in certain situations. They can
be used more easily for forecasting purposes because historical sequences of observations
upon study variables are readily available from published secondary sources. These
successive observations are statistically dependent and TS modeling is concerned with
techniques for the analysis of such dependencies. Thus in TS modeling, the prediction of
values for the future periods is based on the pattern of past values of the variable under
study, but not generally on explanatory variables which may affect the system. There are
two main reasons for resorting to such TS models. First, the system may not be
understood, and even if it is understood it may be extremely difficult to measure the
cause and effect relationship, second, the main concern may be only to predict what will
happen and not to know why it happens. Many a time, collection of information on causal
factors (explanatory variables) affecting the study variable(s) may be cumbersome
/impossible and hence availability of long series data on explanatory variables is a
problem. In such situations, the TS models are a boon for forecasters. Hence, if TS
models are put to use, say, for instance, for forecasting purposes, then they are especially
applicable only in the ‘short term’.
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A detailed discussion regarding various TS components has been done by Croxton et al.
(1979). A good account on exponential smoothing methods is given in Makridakis et al.
(1998). A practical treatment on ARIMA modeling along with several case studies can
be found in Pankratz (1983). A reference book on ARIMA and related topics with a
more rigorous theoretical flavour is by Box et al. (1994). Paul (2010), Paul and Das
(2010, 2013), Paul et al. (2013, 2014) applied ARIMA model in the field of agriculture as
well as livestock’s and fisheries.

An important step in analyzing TS data is to consider the types of data patterns, so that
the models most appropriate to those patterns can be utilized. Four types of TS
components can be distinguished.

They are

(1) Horizontal — when data values fluctuate around a constant value

(i) Trend — when there is long term increase or decrease in the data

(iii)Seasonal — when a series is influenced by seasonal factor and recurs on a regular
periodic basis

(iv)Cyclical — when the data exhibit rises and falls that are not of a fixed period

Note that many data series include combinations of the preceding patterns. After
separating out the existing patterns in any TS data, the pattern that remains unidentifiable
form the ‘random’ or ‘error’ component. Time plot (data plotted over time) and seasonal
plot (data plotted against individual seasons in which the data were observed) help in
visualizing these patterns while exploring the data.

Trend analysis of TS data is usually done to analyse a variable over time to detect or
investigate long-term changes. Trend is ’long-term’ behaviour of a TS process usually in
relation to the mean level. The trend of a TS may be studied because the interest lies in
the trend itself, or may be to eliminate the trend statistically in order to have insight into
other components such as periodic variations in the series. A periodic movement is one
which recurs with some degree of regularity, within a definite period. The most
frequently studied periodic movement is that which occurs within a year and which is
known as seasonal variation. Sometimes the TS data are de-seasonalized for the purpose
of making the other movements (particularly trend) more readily discernible. Climatic
conditions directly affect the production system in agriculture and hence in turn their
patterns of prices and thus are primarily responsible for most of the seasonal variations
exhibited in such series.
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Over a period of time, a TS is very likely to show a tendency to increase or to decrease
otherwise termed as an upward or downward trend respectively. One should not loose
sight of the underlying factors that sometimes may cause such trend like growth in
population, price changes etc. Technological developments and adoption patterns have
been affecting agriculture so as to increase output enormously. Not always keeping pace
with them, but induced by them, have been changes in the main variable (read here price
of agricultural commodities) under study. Not all historical series show upward trends.
Some, say, plant disease incidence, exhibit a generally downward trend. This particular
declining trend is attributable to better and more widely available advisory and extension
services or due to good government policies. An economic series may have a downward
trend because a better or cheaper substitute may be available.

Many techniques such as time plots, auto-correlation functions, box plots and scatter
plots abound for suggesting relationships with possibly influential factors. For long and
erratic series, time plots may not be helpful. Alternatives could be to go for smoothing or
averaging methods like moving averages, exponential smoothing methods etc. In fact, if
the data contains considerable error, then the first step in the process of trend
identification is smoothing.

3. Stationarity of a TS process

A TS is said to be stationary if its underlying generating process is based on a constant
mean and constant variance with its autocorrelation function (ACF) essentially constant
through time. Thus, if we consider different subsets of a realization (TS ‘sample’) the
different subsets will typically have means, variances and autocorrelation functions that
do not differ significantly.
A statistical test for stationarity or test for unit root has been proposed by Dickey and
Fuller (1979). The test is applied for the parameter p in the auxiliary regression
AYe=p Yt Ay &

where A, denotes the differencing operator i.e. Ay, = Y, — VY, 4-

The relevant null hypothesis is p = 0 i.e. the original series is non stationary and
the alternative is p < 0 i.e. the original series is stationary. Usually, differencing is

applied until the acf shows an interpretable pattern with only a few significant
autocorrelations.

3.1 Autocorrelation functions

(i) Autocorrelation
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Autocorrelation refers to the way the observations in a TS are related to each other and is
measured by the simple correlation between current observation (Yt) and observation
from p periods before the current one (Ytp). That is for a given series Y, autocorrelation
at lag p is the correlation between the pair (Yt, Yip) and is given by

n-p
> (Y=Y Yisp =)
rp: t=1 : —
Z(Yt —Y)
t=1

It ranges from —1 to +1. Box and Jenkins has suggested that maximum number of useful
rp are roughly N/4 where N is the number of periods upon which information on y: is
available.

(i) Partial autocorrelation

Partial autocorrelations are used to measure the degree of association betweeny tandy tp
when the y-effects at other time lags 1,2,3,...,p-1 are removed.

(iii) Autocorrelation function(ACF) and partial autocorrelation function(PACF)
Theoretical ACFs and PACFs (Autocorrelations versus lags) are available for the various
models chosen (say, see Pankratz, 1983) for various values of orders of autoregressive
and moving average components i.e. p and q. Thus compare the correlograms (plot of
sample ACFs versus lags) obtained from the given TS data with these theoretical
ACF/PACFs, to find a reasonably good match and tentatively select one or more ARIMA
models. The general characteristics of theoretical ACFs and PACFs are as follows:-
(here ‘spike’ represents the line at various lags in the plot with length equal to magnitude
of autocorrelations)

Model ACF PACF

AR Spikes decay towards zero | Spikes cutoff to zero
MA Spikes cutoff to zero Spikes decay to zero
ARMA Spikes decay to zero Spikes decay to zero

4. Description of ARIMA models

4.1 Autoregressive (AR) Model

A stochastic model that can be extremely useful in the representation of certain
practically occurring series is the autoregressive model. In this model, the current value
of the process is expressed as a finite, linear aggregate of previous values of the process
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and a shock ¢, . Let us denote the values of a process at equally spaced time epochs t, t-1,
t-2,...bY Y, Yi1s Yo - - - then y, can be described by the following expression:

Yi =0 Yia T @Yo+t @Y HE
If we define an autoregressive operator of order p by

¢(B)=1-¢B-¢,B* —...—¢,B",
where B is the backshift operator such that By, = y;_1, the autoregressive model can be
written as @(B)y, =¢,.

4.2 Moving Average (MA) Model
Another kind of model of great practical importance in the representation of observed
time-series is the finite moving average process. MA (q) model is defined as

Yo =& -6, —06 ,—..—0& .
If we define a moving average operator of order g by

6(B)=1-6,B-6,B* -...-6,B",
where B is the backshift operator such that By, = y;_;, the moving average model can be
written as y, = 6(B)e, .

4.3 Autoregressive Moving Average (ARMA) Model

To achieve greater flexibility in fitting of actual time-series data, it is sometimes
advantageous to include both autoregressive and moving average processes. This leads to
the mixed autoregressive-moving average model

Yi =0 Yia T @Y ot @Y, T E —be  — 0,6, _"'_qut—q
or
@(B)y, = 0(B)e, .

This is written as ARMA(p, q) model. In practice, it is frequently true that adequate
representation of actually occurring stationary time-series can be obtained with
autoregressive, moving average, or mixed models, in which p and q are not greater than 2
and often less than 2.

4.4 Autoregressive Integrated Moving Average (ARIMA) Model

A generalization of ARMA models which incorporates a wide class of non- stationary
time-series is obtained by introducing the differencing into the model. The simplest
example of a non-stationary process which reduces to a stationary one after differencing
is Random Walk. A process { v, } is said to follow an Integrated ARMA model, denoted

by ARIMA (p, d, q), if V'y, = (1-B)“ ¢, is ARMA (p, q). The model is written as
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¢(B)(L-B)y, = O(B)e,
where ¢, ~WN(0,5°), WN indicating White Noise. The integration parameter d is a
nonnegative integer. When d = 0, ARIMA (p, d, q) = ARMA (p, q).

The ARIMA methodology is carried out in three stages, viz. identification, estimation
and diagnostic checking. Parameters of the tentatively selected ARIMA model at the
identification stage are estimated at the estimation stage and adequacy of tentatively
selected model is tested at the diagnostic checking stage. If the model is found to be
inadequate, the three stages are repeated until satisfactory ARIMA model is selected for
the time-series under consideration. An excellent discussion of various aspects of this
approach is given in Box et al. (2007). Most of the standard software packages, like SAS,
SPSS, R and EViews contain programs for fitting of ARIMA models.

4.5 Seasonal Autoregressive Integrated Moving Average (SARIMA) Model

The fundamental fact about seasonal time-series with period S is that observations, which
are S intervals apart, are similar. Therefore, the operation L(y:) = yt1 plays a particularly
important role in the analysis of seasonal time-series. In general, the order of SARIMA
model is denoted by (p, d, q) % (P, D, Q)s, and the model is represented as follows:

3, (LD, (L)VIVIy, =6, (L)Og (L),
where ¢, (L), 6,(L) are polynomials in L of degrees p and g respectively and @p( LS ),

@)Q(LS) are polynomials in LS of degrees P and Q respectively. For estimation of
parameters, iterative least squares method is used.

5. Model building
(i) Identification

The foremost step in the process of modeling is to check for the stationarity of the series,
as the estimation procedures are available only for stationary series. If the original series
IS non stationary then first of all it should be made stationary.

The next step in the identification process is to find the initial values for the orders of
seasonal and non-seasonal parameters, p, g, and P, Q. They could be obtained by looking
for significant autocorrelation and partial autocorrelation coefficients (see section 5 (iii)).
Say, if second order auto correlation coefficient is significant, then an AR (2), or MA (2)
or ARMA (2) model could be tried to start with. This is not a hard and fast rule, as
sample autocorrelation coefficients are poor estimates of population autocorrelation
coefficients. Still they can be used as initial values while the final models are achieved
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after going through the stages repeatedly. Note that usually up to order 2 for p, d, or g are
sufficient for developing a good model in practice.

(if) Estimation

At the identification stage one or more models are tentatively chosen that seem to provide
statistically adequate representations of the available data. Then we attempt to obtained
precise estimates of parameters of the model by least squares as advocated by Box and
Jenkins. Standard computer packages like SAS, SPSS etc. are available for finding the
estimates of relevant parameters using iterative procedures. The methods of estimation
are not discussed here for brevity.

(iii) Diagnostics

Different models can be obtained for various combinations of AR and MA individually
and collectively. The best model is obtained with following diagnostics.

(a) Low Akaike Information Criteria (AIC)/ Bayesian Information Criteria (BIC)/
Schwarz-Bayesian Information Criteria (SBC)

AIC is given by (-2 log L + 2 m) where m=p+ g+ P+ Q and L is the likelihood function.
Since -2 log L is approximately equal to {n (1+log 27) + n log 6%} where c° is the model
MSE, Thus AIC can be written as AIC={n (1+log 2rt) + n log 6 + 2 m}

and because first term in this equation is a constant, it is usually omitted while comparing
between models. As an alternative to AIC, sometimes SBC is also used which is given
by SBC = log 6%+ (m log n) /n.

(b) Plot of residual ACF

Once the appropriate ARIMA model has been fitted, one can examine the goodness of fit
by means of plotting the ACF of residuals of the fitted model. 1f most of the sample
autocorrelation coefficients of the residuals are within the limits +1.96 / /N where N is

the number of observations upon which the model is based then the residuals are white
noise indicating that the model is a good fit.

(c) Non-significance of auto correlations of residuals via Portmonteau tests (Q-tests
based on Chisquare statistics)-Box-Pierce or Ljung-Box texts
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After tentative model has been fitted to the data, it is important to perform diagnostic
checks to test the adequacy of the model and, if need be, to suggest potential
improvements. One way to accomplish this is through the analysis of residuals. It has
been found that it is effective to measure the overall adequacy of the chosen model by
examining a quantity Q known as Box-Pierce statistic (a function of autocorrelations of
residuals) whose approximate distribution is chi-square and is computed as follows:

Q=nZr’(j)

where summation extends from 1 to k with k as the maximum lag considered, n is the
number of observations in the series, r (j) is the estimated autocorrelation at lag j; k can
be any positive integer and is usually around 20. Q follows Chi-square with (k-m1)
degrees of freedom where ml is the number of parameters estimated in the model. A
modified Q statistic is the Ljung-box statistic which is given by
Q=n(n+2) T r* (j) / (nj)

The Q Statistic is compared to critical values from chi-square distribution. If model is
correctly specified, residuals should be uncorrelated and Q should be small (the
probability value should be large). A significant value indicates that the chosen model
does not fit well.

All these stages require considerable care and work and they themselves are not
exhaustive.

6. An Illustration

All-India data of inland fish production during the period 1951 to 2008 are obtained from
handbook of fishery, ministry of agriculture, Govt. of India and the website
www.indiastat.com and the same are exhibited in Fig. 1. From the total 56 data points,
first 50 data points corresponding to the period 1951 to 2000 are used for building the
model and remaining are used for validation purpose. A perusal of the data shows that,
there is a linear trend in the inland fish production.

137


http://www.indiastat.com/

Linear Time Series Modelling

3000 +
2500 -+
2000 -
1500 -+
1000 -

500 A

Production in thousand tonnes

= = ™~ © m v O ™~ W o0 = = [~ <O m W o

o v o wn WL W W W o~ M~ [~ © 2 O O O O O

oy Oy Oy Oy O O O O Oy Oy Oy Oy Oy O O O O

- =~ - =~ =~ =~ =~ o =~ A —~ =~ A =~ =~ —
Year

Fig. 1 Inland fish production

Fitting of ARIMA Model
From the estimated autocorrelation function (acf), reported in Table 1, it is found that it
decays very slowly thereby requires to be differenced so that the resulting series depicts a
pattern for a possible ARMA modelling. Further, in this situation it becomes difficult for
selection of order of ARIMA model. The test for unit root proposed by Dickey and Fuller
(1979) is applied for the parameter # in the auxiliary regression

AYe=p Y ta Ay + &
The relevant null hypothesis is # = 0 and the alternative is # < 0. In the present
situation the estimate of # is 0.061 with calculated t-statistic is 5.55 which is greater
than the critical value of t at 5% level of significance i.e. -1.95 (Franses, 1998) resulting
the acceptance of null hypothesis. Thus there is presence of unit root and so differencing
is required. Usually, differencing is applied until the acf shows an interpretable pattern
with only a few significant autocorrelations. On taking the second difference of the
original series, it is seen that only a few acfs, reported in Table 1, are high making it
easier to select the order of the model.

Table 1. Sample autocorrelation functions (Acf) and partial autocorrelation functions
(Pacf) of the original and differenced series

Lag | Acf of | Pacf of | Acf of the Pacf of the Acf of the Pacf of the
the the differenced differenced double double

series | series series series differenced differenced
series series
1 | 0912 | 0.912 0.227 0.227 -0.564 -0.564
2 | 0.829 | -0.013 0.346 0.31 0.131 -0.275
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0.743
0.661
0.584
0.509
0.447
0.383
0.325
0.277

-0.065
-0.026
-0.018
-0.035
0.024
-0.048
-0.013
0.018

0.221
0.203
0.328
0.242
0.196
0.157
-0.101
-0.037

0.112
0.058
0.231
0.107
-0.017
-0.02
-0.299
-0.206

-0.077
-0.075
0.106

-0.048
0.182
-0.203
0.038

-0.219
-0.336
-0.243
-0.134
-0.194
0.122
0.081
-0.013

The appropriate model is chosen on the basis of minimum Akaike information criterion
(AIC) and Bayesian information criterion (BIC) values. Using egs.(3) and (4), the AIC
and BIC values are respectively computed and listed in table 2. A perusal of table 2
shows that the AIC and BIC values are minimum for ARIMA (1,2,2) but the

corresponding values for

ARIMA (1,2,1) model do not differ much from that of

ARIMA(1,2,2). As because ARIMA (1,2,1) is more parsimonious than ARIMA (1,2,2),
the ARIMA(1,2,1) model is selected for modelling and forecasting of the inland fish
production in India. The estimates of parameters of above model are reported in Table 3.

Table 2. AIC and BIC values for different ARIMA models

Crite | ARIMA(L, | ARIMA(L, | ARIMA(2, | ARIMA(2, | ARIMA(2, | ARIMA(I,
ria | 20) 2,1) 2,0) 2,1) 2,2) 2.2)

AIC | 42587 413.22 422.97 414.32 412.93 414.27
BIC |443.34 430.69 440.44 431.79 430.41 431.75

Table 3. Estimates of parameters along with their SE for fitted ARIMA(1,2,1) model

Parameter | Estimate | Standard error
AR1 -0.141 0.171
MA1 0.823 | 0.107
Constant | 2.623 1.469

The graph of fitted model along with data points is exhibited in Fig. 2. A perusal of fig. 2
indicates that the fitted ARIMA(1,2,1) model is able to capture the trend present in the
inland fish production in India very well.
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One-step ahead forecasts of inland fish production along with their corresponding
standard errors, upper confidence interval and lower confidence interval for the year,
2001 to 2008 in respect of above fitted model are reported in Table 4. The attractive
feature for fitted ARIMA model is that all the forecast values except for 2008, lie within
one standard error of forecasts.

Table 4. Forecasts of inland fish production (in tonnes) for fitted models

Years Actual Forecasts by | SE of | Lower Upper
ARIMA(1,2,1) | Forecast Confidence Confidence
Limit Limit
2001 2823.0 2727.09 59.037 2609.3 2844.87
2002 2845.0 2860.68 84.010 2691.15 3030.2
2003 3126.0 2996.05 108.299 2774.81 3217.3
2004 3210.0 3134.17 132.228 2861.08 3407.27
2005 3458.0 3274.9 156.400 2948.71 3601.09
2006 3525.0 3418.25 181.033 3037.4 3799.11
2007 3755.0 3564.23 206.247 3126.96 4001.5
2008 4200.0 3712.83 232.103 3217.32 4208.33

The out of sample forecast of inland fish production in India for the year 2009 and 2010
have been found out as 4360 and 4610 thousand tonnes. For measuring the accuracy in
fitted time series model, Mean absolute error (MAE), Mean absolute percentage error
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(MAPE) and Relative mean absolute prediction error (RMAPE) are computed by using
the formulae given in egs. 5, 6 and 7. The MAE, MAPE and RMAPE values for fitted
ARIMA(1,2,1) model are respectively computed as 160.64, 0.044 and 4.43.

8
MAE = 1/8_zl| Yei = Yol (5)
i=
8 A
MAPE = 1/ 8_Zl{lyt+i Vil Vi (6)
i=
8
RMAPE = 1/8_2;1 {Vesi = 9uail ! Yeui }x200 (7)
i=
Conclusion

The ARIMA models being stochastic in nature emphasized variations in data using
empirically based methods to determine the proper form of the model that is best suited
for short-term forecasting. The more realistic forecast intervals for India’s inland fish
production data obtained through ARIMA approach could be of immense help to
planners in formulating appropriate strategies. These in turn would also benefit the
farmers in production of optimum quantities of fish. All this would ultimately result in
efficient management of India’s inland fish production scenario through sound statistical
technique.

R code for analyzing time series data

#importing data

food<-read.table(""C:/Users/Ranjit/Desktop/prod.txt",header=TRUE) #making time series
data

foodprod<-ts(food,frequency=1,start=c(1950))

#plotting time series

plot.ts(foodprod)
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#plot of acf and pacf
acf<-acf(foodprod,lag.max=20) #to get acf values

Series foodprod
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pacf<-pacf(foodprod,lag.max=20)

Series foodprod

0.8
I

04

Partial ACF

0.2
I

0.0

Testing stationarity of data
library(tseries)
adf.test(foodprod)

> adf.test(foodprod)

Augmented Dickey-Fuller Test

data: foodprod
Dickey-Fuller = -1.5077, Lag order = 4, p-value = 0.7754
alternative hypothesis: stationary

Testing stationarity of first differenced data

> adf.test(diff(foodprod))
Augmented Dickey-Fuller Test

data: diff(foodprod)
Dickey-Fuller = -5.6322, Lag order = 4, p-value = 0.01
alternative hypothesis: stationary
#fitting arima model
library("*forecast™)
foodprodarima<-auto.arima(foodprod, trace=TRUE)
summary(foodprodarima)
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> foodprodarima<-auto.arima(foodprod, trace=TRUE)

ARIMA(2,1,2) with
ARIMA(0,1,0) with
ARIMA(1,1,0) with
ARIMA(0,1,1) with
ARIMA(0,1,0)

ARIMA(1,1,1) with
ARIMA(0,1,2) with
ARIMA(1,1,2) with
ARIMA(0,1,1)

Linear Time Series Modelling

drift
drift
drift
drift

drift
drift
drift

531.
549.
530.
525.
552.
527.
527.
529.
544.

Best model: ARIMA(0,1,1) with drift

#forecasting

foodprodforecast<-forecast. Arima(foodprodarima,h=10)
> toodprodforecast<-forecast(toodprodarima,h=10)
> foodprodforecast

2020
2021
2022
2023
2024
2025
2026
2027
2028
2029

Point Forecast
.3624 276.
293.
297.

290

300
304

314

321

7794 279.
1965 282.

.6136 284.
.0307 287.
307.
310.

4478 290.
8649 293.

.2820 296.
317.

6991 298.

.1161 301.

Lo 80

9151
5573
2396
9564
7031
4764
2731
0910
9281
7825

plot.forecast(foodprodforecast)

303.
308.
312.
316.
320.
324.
328.
332.
336.
340.

Hi 80
8096
0016
1534
2709
3583
4192
4566
4729
4701
4498

Lo 95

269.
272.
274.
276.
279.
281.
283.
286.
288.
291.

7965
0286
3219
6679
0598
4922
9606
4613
9913
5479

22

310.
315.
320.
324.
329.
333.
337.
342.
346.
350.

5978
5408
9133
1123
5413
19

32

4065
7801

Hi 95
9282
5303
0712
5593
0016
4034
7692
1026
4068
6844
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Forecasts from ARIMA(0,1,1) with drift
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#finding residuals of fitted arima model
residual<-resid(foodprodarima)
#computing predicted values
pred<-residual+foodprod

#plotting observed vs predicted values

2020
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obs_Vs_pred = chind(foodprod,pred,residual)
plot(obs_Vs_pred[,2],type="l',col="red",ylab="y',xlab="t',main="FittedModel’)
points(obs_Vs_pred[,1], cex = 1.0,col="black")

leg.txt = c('Observed','Estimated’)

FittedModel
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Python is the one of the most popular programming languages now-a-days. It is a high-level,
interpreted, interactive, object-oriented programming language. Python language was created
by Guido van Rossum in 1991 at the National Research Institute for Mathematics and
Computer Science in the Netherlands. Python programming language is mainly used for-

Data handling and visualization

Analysis of variety of data such as numerical, textual, image, videos, audio etc.
Performing complex mathematical computations

e Server-side scripting for developing web applications

e Standalone software development etc.

Why Python?

Python is very easy learn language. It can work in any system irrespective of the operating
system. Syntax of python language is very simple and allows programmers to write programs
in very few lines. Python runs on an interpreter system, which means that the code is being
executed as soon as it is written. And last but not the least that python has a very large and
mature community for the developers. There are lots of blogs, tutorials, documents, guide
videos available online for the python developers.

Python Installation:

Most of the latest computer systems have python already installed. To check if you have python
installed on a Windows PC, search in the start bar for Python or run the following on the
Command Line (cmd.exe):

C:\your\python\installation\folder>python --version

If not, then one can download the latest version of python (latest version is 3.9.2) from
https://www.python.org/downloads/ for the particular operating system and follow the
guidelines while installation.

Getting Started with Python:

Any python script or file is saved with .py file extension. Let’s us write the first python program
that prints ‘Hello, Everyone!!!”. So, first open a text editor and write the following code in it:

e.g.
print("Hello, Everyone!!!™)


mailto:ashraful.haque@icar.gov.in
https://www.python.org/downloads/
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Now save it as ‘first.py’. Now open command prompt, go to the python installation folder and
type the following command:

C:\your\python\installation\path>python /your/program/path/first.py

The output should read:

Hello, Everyone!!!

Python from Command Line:

In case of python it is possible to run the code as a command line itself using the command
prompt.

Type the following on the Windows, Mac or Linux command line:

C:\your\python\installation\path>python

From there one can write any python code, including our first example from earlier in the :

C:\your\python\installation\path>python

Python 3.6.4 (v3.6.4:d48eceb, Dec 19 2017, 06:04:45) [MSC v.1900 32 bit
(Intel)] on win32

Type "help", "copyright", "credits" or "license" for more information.
>>>

Which will write "Hello, Everyone!!!" in the command line:

C:\your\python\installation\path>python

Python 3.6.4 (v3.6.4:d48eceb, Dec 19 2017, 06:04:45) [MSC v.1900 32 bit
(Intel)] on win32

Type "help", "copyright", "credits" or "license" for more information.
>>> print("Hello, Everyone!!!")

Hello, Everyone!!!

Whenever you are done in the python command line, you can simply type the following to
quit the python command line interface:

Python Syntax:
The major syntactical rules of python programs has been provided below-
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Execution of code
a. python can be executed directly from command line.

>>> print("Hello, Everyone!!!")

Hello, Everyone!l!!

b. Python can also be executed using a file with ‘.py’ extension

C:\your\python\installation\path>python /your/program/path/first.py

Indentation

The indentation refers to the spaces at the beginning of a program line. Indentation is very
important and stricter in python. Python uses indentation as a block of code.

e.g.

if 5 > 2:
print("Five is greater than two!")

Comments

In python, comments can be included in the code by using ‘#” symbol. Comments can be
used in the beginning, middle, or in the end pf the code. Comments can be multiline. For
multiline comments one can use triple quotes (""").

Variables in Python:

In python, the variables are simple storage structures for storing data values. There is no
requirement of type declaration for the variables in python. The type of any variable can be
acquired by type() function.

e.g.

X =5

y = Ilpy_thonll
print(type(x))
print(type(y))

In python variables names -

e are case sensitive
e Must starts with a letter or underscore
e Can be alphanumeric
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Python variables can store different types of data.

Text Type: str

Numeric Types: | int, float, complex

Sequence Types: | list, tuple, range

Mapping Type: | dict

Set Types: set, frozenset

Boolean Type: bool

Binary Types: bytes, bytearray, memoryview

Operators in Python:

Python divides the operators in the following groups:

Arithmetic operators + -0, % %, **, /]

Assignment operators | =, +=, -=, *=, /=
Comparison operators | ==, 1=, >, <, >=, <=
Logical operators And, or, not
Identity operators Is, IS not,

Membership operators | in, in not

Bitwise operators &, |, N~ >>, <<

Data structures in python:

There are mainly four types of built-in data structures in python which are used for storing
collection of data. These data structures are List, Tuple, Set and Dictionary.

a. Lists- List are used to store more than one data in single variable. Items in the list are indexed
(starting from 0), ordered and changeable. Lists allow duplicate values. Lists are created by
using the square brackets and items can be access by mentioning the index number inside the
square brackets.

e.g.
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listl = ["apple"”, "banana", "cherry"]
list2 = [1, 5, 7, 9, 3]
list3 = [True, False, False]

N.B. Python does not have built-in support of Arrays, so Lists can be used as Arrays in python.

b. Tuple- Tuples are used to store more than one data in single variable. Items in the tuples are
indexed (starting from 0), ordered and non-changeable. Tuples allow duplicate values. Tuples
are created by using the round brackets and items can be access by mentioning the index
number inside the square brackets.

e.g.
tuplel = ("apple", "banana", "cherry")
tuple2 = (1, 5, 7, 9, 3)

tuple3 = (True, False, False)

c. Set- Sets are used to store more than one data in single variable. Items in the sets are
unindexed, unordered and non-changeable. Sets doesn’t allow duplicate values. Sets are
created by using curly brackets. Items can’t be access by mentioning the index number inside
the square brackets. For accessing the items in the Sets one can use any loop structure.

e.g.

setl = {"apple", "banana", "cherry"}
set2 = {1, 5, 7, 9, 3}
set3 = {True, False, False}

d. Dictionary- Dictionaries are used to store data in key:value pair. Items in the sets are ordered
and changeable. But dictionary doesn’t allow duplicate values. Dictionaries are created by
using curly brackets having key:value pair. Items ca be access by mentioning the key name
inside the square bracket.

e.g.

dictionaryl = {

"brand": "Ford",
"model”: "Mustang",
"year": 1964

}
X

= dictionaryl ["model"]

Control and Loops Structures in Python:

There is mainly one control structure that is ‘if...else’ and two loop structure such as ‘while’
and ‘for’ loop.
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a. “if.. else’ structure- “if...else’ structures are used to implement the logical conditions of the
program. Syntax of ‘if...else’ structure is given below-

e.g.
a = 33

b = 200
if b > a:

print("b is greater than a")
else:

print("error"

N.B. Indentation in the control and loop structures are very crucial in case of python
programming language.

b. ‘while’ loop- With the ‘while’ loop, one can execute a set of statements as long as a condition
is true.

e.g.

i=1

while i < 6:
print(i)
i+=1

c. ‘for’ loop- A “for’ loop is used for iterating over a sequence (that is either a list, a tuple, a
dictionary, a set, or a string).

e.g. 1-

fruits = ["apple", "banana", "cherry"]
for x in fruits:
print(x)

e.g:2- Looping through the letters of a strings

for x in "banana":
print(x)

Python Functions:

A function is a block of code that contains a set of statements and runs only when it is called
explicitly. One can pass data, known as parameters, into a function. A function can return data
as a result.

e.g.
def my_function(str):
print(str + "! Welcome to the class.")

my function("Bob")
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Packages and PIP:

Package or module is a python object with arbitrarily named attributes that one can bind and
reference. Packages allows us to logically locate the python code. Simply a package or module
is file containing a set of python codes. Packages are also referred as library

Packages or modules or libraries can be imported by using the ‘import’ keyword.
e.g.

import os

import sys

PIP is a package manager available in python. PIP is used to install, upgrade, or uninstall a
packages in python environment.

C:\your\python\installation\path>pip install numpy

Some important packages or modules in Python:
NumPy:

NumPy is python library or packages used for working with arrays. NumPy was created by
Travis Oliphant in 2005 and it is open source.

In python, the concepts of arrays is served by the List data structure but it is too slow in
processing. NumPy provides a 50x faster access speed for the array objects in python than the
List. NumPy has a lots of applications in the domain of -

Arrays

Matrices

Linear Algebra

Fourier Transformation

Creating Arrays

The object of NumPy that deals with the arrays is known as ‘ndarray’. One can create a
‘ndarray’ object by using array() function. One can pass any type of array-like object in the
array() function.

e.g.
import numpy as np
array_var = np.array([1, 2, 3, 4, 5])

Array can be of 0, 1, 2 or 3 dimensions.

e.g.
import numpy as np
array@ = np.array(42) #0 dimension

np.array([1, 2, 3, 4, 5, 6, 7, 8]) # 1 dimension
np.array([[1, 2, 3], [4, 5, 6]]) # 2 dimension

arrayl

array2
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array3 = np'array([[[l: 2, 3]: [4: 5, 6]]: [[1: 2, 3]: [4: 5, 6]]]) #3
dimension

Accessing Array elements
Array elements can be accessed by its index number

print(arrayl [2]) #accessing the 3" item from the array ‘arrayl’

Slicing an Array

Slicing in python means taking elements from one given index to another given index.
print(arrayl [1:3]) #slicing from 2" item to the 4% element
print(arrayl [2:]) #slicing from 37¢ item to the last element
print(arrayl [:6]) #slicing from beginning to the 5% element

Properties and functions:
dtype- returns the type of values stored in the array object
shape- gives the number of elements in each dimension of the array object

reshape- allows to change the shape of the array either by adding adding/removing
dimensions or changing the number of elements in each dimension

concatenate()- joins two or more arrays axis wise.
array_split()- splitting an array into two or more parts

Matplotlib:

Matplotlib is a low level graph plotting library in python that serves as a visualization utility.
Matplotlib was created by John D. Hunter. Matplotlib is open source and we can use it freely.

Most of the Matplotlib utilities lies under the pyplot submodule, and are usually imported under
the plt alias.

e.g. Draw a line in a diagram from position (0,0)

to position (10, 200): 1
import matplotlib.pyplot as plt 125 |
import numpy as np 100 {
xpoints = np.array([9, 10]) -

ypoints = np.array([9, 200])
plt.plot(xpoints, ypoints)
plt.show()

50 4

2541

Properties and functions:
marker- keyword argument to emphasize each point in the plot
linestyle/1s- keyword argument to change the style of the plotted line
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xlabel()- functions for setting a label for x-axis
ylabel()- function for setting a label for y-axis
title() - function for giving the title for the plot
grid() -function to add grid lines to the plot
scatter()-function to draw a scatter plot

bar()- function to draw bar graphs
hist()- function to create histograms

e.g.
import matplotlib.pyplot as plt
import numpy as np

X = np.random.normal(150, 20, 250)
plt.hist(x)

plt.show()

100 120 140 160 180 200

Pandas:

Pandas is a one of the most popular python package providing high-performance data
manipulation and analysis tool using its powerful data structures. The name Pandas is derived
from the word ‘Panel Data’ — an Econometrics from Multidimensional data. Pandas is well
suited for many different kinds of data:

Fast and efficient DataFrame object with default and customized indexing.
Tools for loading data into in-memory data objects from different file formats.
Data alignment and integrated handling of missing data.

Reshaping and pivoting of date sets.

Label-based slicing, indexing and subsetting of large data sets.

Columns from a data structure can be deleted or inserted.

Group by data for aggregation and transformations

There are mainly two data structures of pandas which handle the majority of typical use cases
in finance, statistics, social science and Engineering are Series (1-dimensional) and DataFrame
(2-dimensional).

DataFrame

A Data frame is a two-dimensional data structure, i.e., data is aligned in a tabular fashion in
rows and columns.

Features of DataFrame:
e Potentially columns are of different types
e Size — Mutable

155



Overview of Python

e Labelled axes (rows and columns)
e Can Perform Arithmetic operations on rows and columns

e.g.l

import pandas as pd
data = [1,2,3,4,5]
df = pd.DataFrame (data)

print df
0

0 1

1 2

2 3

3 4

4 5

e.g. 2

import pandas as pd

data = [['Alex',10],['Bob"',12],['Clarke',13]]
df = pd.DataFrame (data,columns=['Name', "Age'],dtype=float)
print df
Name Age
0 Alex 10.0
1 Bob 12.0
2 Clarke 13.0

Importing data files using pandas

Pandas provides the means for datafiles to be imported to the python environment. External
files in any format (.csv, .xls, .txt, .pdf, etc.) can be imported using pandas.

e.g. 1: .csv file can be imported by read csv() function

data = pd.read csv('/content/sample data/california housing test.csv')

e.g. 2: .xls file can be imported by read excel() function

data = pd.read excel('/content/sample data/shishamharvesteddata.xls"')
Measure of central tendency

Mean, Median and Mode of the dataset can be calculated using mean (), median () and

mode () functions available in Pandas
e.g.:
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## mean

datal[] .mean ()

## median

datal[] .median ()

## mode

datal[] .mode ()

Description statistics

Description statistics can be calculated by describe () function available in Pandas

Overview of Python

The boxplots can be drawn with the help of pyplot.boxplot function available with matplotlib.

€.g..

datal[['dbhcm', 'Branchkg', 'Stemkg']] .describe ()

output:

dbhcm  Branchkg Stemkg

count 42000000 42000000 42000000
mean 18927701 27347262 91935714
std 4520851 14.871299 36.560946
min 103823025 7.630000 20.640000
25% 16.037675 16.015000 66.947500
50% 19135000 245530000  96.705000
78% 21702500 35378730 114.047500
max 29681529 70233000 171.460000

Boxplot

e.g.:

## Boxplot

from matplotlib import pyplot as plt

fig = plt.figure(figsize=(10,8))
plt.boxplot (data['htm'])

plt.title('Boxplot for htm'")

plt.show ()

Output:
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Boxplot for htm

14

11

Jupyter Notebook

The Jupyter Notebook is an open-source web application that allows you to create and share
documents that contain live code, equations, visualizations and narrative text. Uses include:
data cleaning and transformation, numerical simulation, statistical modeling, data
visualization, machine learning, and much more.
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KERNEL SESSIONS X import matplotlib.pyplot as plt
%] Untitled.ipynb :::::: :;’:"V Lt

x = np.random.normal(150, 20, 500)
plt.title('histogram')
plt.ylabel('frequency')
plt.xlabel('number of variable')
plt.hist(x)

plt.show()

.
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Q
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histogram

number of variable
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Google Colab:

Colab is a Python development environment that runs in the browser. This facility is provided
by the google in free of cost. Jupyter notebook is used for the programming purpose in colab.
It allows the user to install any python library at any time. It also provide high computing
programming environment that is Graphics Processing Unit (GPU) on free of cost to the users.

One can upload his/her data to the google drive and analyse the data using the colab
environment.
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~+ Whither Internet N... [=] Lesson: The "Hell.. @ Information Techn.. & Java-BasicOper..  » | E5 Other Bookmarks
& Untitled3.ipynb
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a
(93 . .
° import matplotlib.pyplot as plt
import numpy as np
[m]
xpoints = np.array([1, 8])
ypoints = np.array([3, 10])
plt.plot(xpoints, ypoints)
plt.show()
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9
7
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5
4
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1 2 3 4 5 6 7 8
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1. Introduction

The need to gather information arises in almost every conceivable sphere of human activity.
Many of the questions that are subject to common conservation and controversy require
numerical data for their resolution. The data collected and analyzed in an objective manner and
presented suitably serve as a basis for taking policy decisions in different fields of daily life.

The important users of statistical data, among others, include government, industry, business,
research institutions, public organizations and international agencies and organizations. To
discharge its various responsibilities, the government needs variety of information regarding
different sectors of economy, trade, industrial production, health and mortality, population,
livestock, agriculture, forestry, environment and available resources. The inferences drawn
from the data help in determining future needs of the nation and also in tackling social and
economic problems of people. For instance, the information on cost of living for different
categories of people, living in various parts of the country is of importance in shaping its
policies in respect of wages and price levels. Data on agricultural production are of immense
use to the state for planning to feed the nation. In case of industry and business, the information
is to be collected on labour, cost and quality of production, stock and demand and supply
positions for proper planning of production levels and sales campaigns.

1.1 Complete enumeration

One way of obtaining the required information at regional and country level is to collect the
data for each and every unit (person, household, field, factory, shop etc. as the case may be)
belonging to the population which is the aggregate of all units of a given type under
consideration and this procedure of obtaining information is termed as complete enumeration.
The effort, money and time required for the carrying out complete enumeration to obtain the
different types of data will, generally, be extremely large. However, if the information is
required for each and every unit in the domain of study, a complete enumeration is clearly

necessary. Examples of such situations are preparation of “voter list” for election purposes and
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recruitment of personnel in an establishment, etc. But there are many situations, where only

summary figures are required for the domain of study as a whole or for group of units.
1.2 Need for sampling

An effective alternative to a complete enumeration can be sample survey where only some of
the units selected in a suitable manner from the population are surveyed and an inference is
drawn about the population on the basis of observations made on the selected units. It can be
easily seen that compared to sample survey, a complete enumeration is time-consuming,
expensive, has less scope in the sense of restricted subject coverage and is subject to greater
coverage, observational and tabulation errors. In certain investigations, it may be essential to
use specialized equipment or highly trained field staff for data collection making it almost
impossible to carry out such investigations. It is of interest to note that if a sample survey is
carried out according to certain specified statistical principles, it is possible not only to estimate
the value of the characteristic of the population as a whole on the basis of the sample data, but
also to get a valid estimate of the sampling error of the estimate. There are various steps
involved in the planning and execution of the sample survey. One of the principal steps in a

sample survey relates to methods of data collection.
1.3 Methods of data collection
The different methods of data collection are:

i. Physical observation or measurement

ii. Personal interview

iii. Mail enquiry

iv. Telephonic enquiry

v. Web-based enquiry

vi. Method of Registration

vii. Transcription from records

The first six methods relate to the collection of primary data from the units/ respondents
directly, while the last one relates to the extraction of secondary data, collected earlier generally
by one or more of the first six methods. These methods have their respective merits and
therefore sufficient thought should be given in selection of an appropriate method(s) of data
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collection in any survey. The choice of the method of data collection should be arrived at after

careful consideration of accuracy, practicability and cost from among the alternative methods.
1.4. Various concepts and definitions
i. Element:

An element is a unit about which we require information. For example, a field growing a

particular crop is an element for collecting information on the yield of a crop.
ii. Population

The collection of all units of a specified type in a given region at a particular point or period of
time is termed as a population or universe. Thus, we may consider a population of persons,
families, farms, cattle in a region or a population of trees or birds in a forest or a population of

fish in a tank etc. depending on the nature of data required.

iii. Sampling unit

Elementary units or group of such units which besides being clearly defined, identifiable and
observable, are convenient for the purpose of sampling are called sampling units. For instance,
in a family budget enquiry, usually a family is considered as the sampling unit since it is found
to be convenient for sampling and for ascertaining the required information. In a crop survey,

a farm or a group of farms owned or operated by a household may be considered as the

sampling unit.
iv. Sampling frame

A list of all the sampling units belonging to the population to be studied with their identification
particulars or a map showing the boundaries of the sampling units is known as sampling frame.
Examples of a frame are a list of farms and a list of suitable area segments like villages in India
or counties in the United States. The frame should be up to date and free from errors of omission

and duplication of sampling units.
v. Random sample

One or more sampling units selected from a population according to some specified procedures
are said to constitute a sample. The sample will be considered as random or probability sample,
if its selection is governed by ascertainable laws of chance. In other words, a random or
probability sample is a sample drawn in such a manner that each unit in the population has a

predetermined probability of selection. For example, if a population consists of the N sampling
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units Uz,U2,...,Ui,...,Un then, we may select a sample of n units by selecting them unit by unit
with equal probability for every unit at each draw with or without replacing the sampling units

selected in the previous draws.
vi. Non-random sample

A sample selected by a non-random process is termed as non-random sample. A non-random
sample, which is drawn using certain amount of judgment with a view to get a representative
sample, is termed as judgment or purposive sample. In purposive sampling units are selected
by considering the available auxiliary information more or less subjectively with a view to
ensuring a reflection of the population in the sample. This type of sampling is seldom used in
large-scale surveys mainly because it is not generally possible to get strictly valid estimates of
the population parameters under consideration and of their sampling errors due to the risk of
bias in subjective selection and the lack of information on the probabilities of selection of the

units.
vii. Population parameters

Suppose a finite population consists of the N units U1,Uz,...,Un and let Yi be the value of the
variable y, the characteristic under study, for the it unit Ui, (i=1,2,...,N). For instance, the unit
may be a farm and the characteristic under study may be the area under a particular crop. Any
function of the values of all the population units is known as a population parameter or simply
a parameter. Some of the important parameters usually required to be estimated in surveys are

population total and population mean.

viii.  Statistic, estimator and estimate

Suppose, a sample of n units is selected from a population of N units, according to some
probability scheme and let, the sample observations be denoted by y1, y2...., yn. Any function
of these values which is free from unknown population parameters is called a statistic. An
estimator is a statistic obtained by a specified procedure for estimating a population parameter.
The estimator is a random variable and its value differs from sample to sample and the samples
are selected with specified probabilities. The particular value, which the estimator takes for a

given sample, is known as an estimate.
ix. Sampling and non-sampling error

The error arises due to drawing inferences about the population on the basis of observations on

a part (sample) of it, is termed sampling error. The sampling error is non-existent in a complete
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enumeration survey since the whole population is surveyed. On the contrary, the errors other
than sampling errors such as those arising through non-response, in- completeness and
inaccuracy of response are termed non-sampling errors and are likely to be more wide-spread
and important in a complete enumeration survey than in a sample survey. Non-sampling errors
arise due to various causes right from the beginning stage when the survey is planned and

designed to the final stage when the data are processed and analyzed.

The sampling error usually decreases with increase in sample size (number of units selected in

the sample) while the non-sampling error is likely to increase with increase in sample size.

As regards the non-sampling error, it is likely to be more in the case of a complete enumeration
survey than in the case of a sample survey since it is possible to reduce the non-sampling error
to a great extent by using better organization and suitably trained personnel at the field and

tabulation stages in the latter than in the former.
2. Simple Random Sampling

Simple random sampling (SRS) can be regarded as the basic form of probability sampling
applicable to situations where there is no previous information available on the population

structure. Simple random sampling is a method of selecting n units out of the N such that every
N
one of the (nj distinct samples has an equal chance of being drawn. In practice a simple

random sample is drawn unit by unit. The units in the population are numbered from 1 to N. A
series of random numbers between 1 and N is then drawn, either by means of a table of random
numbers or by means of a computer program that produces such a table. At any draw the
process used must give an equal chance of selection to any number in the population not already
drawn. The units that bear these numbers constitute the sample. Since a number that has been
drawn is removed from the population for all subsequent draws, this method is also called
random sampling without replacement. In case of a random sampling with replacement, at any
draw all N members of the population are given an equal chance of being drawn, no matter
how often they have already been drawn. The with-replacement assumption simplifies the
estimation under complex sampling designs and is often adopted, although in practice sampling
is usually carried out under a without replacement type scheme. Obviously, the difference
between with replacement and without replacement sampling becomes less important when the

population size is large and the sample size is noticeably smaller than it.
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2.1 Procedure of selecting a random sample

Since probability sampling theory is based on the assumption of random sampling, the
technique of random sampling is of basic significance. Some of the procedures used for

selecting a random sample are as follows:
i) Lottery method
i) Use of random number tables

i) Lottery Method:

Each unit in the population may be associated with a chit/ticket such that each sampling unit
has its identification mark from 1 to N. All the chits are placed in a container, drum or metallic
spherical device, in which a thorough mixing is possible before each draw. Chits may be drawn
one by one and may be continued until a sample of the required size is obtained. When the size
of population is large, this procedure of numbering units on chits and selecting one after
reshuffling becomes cumbersome. In practice, it may be too difficult to achieve a thorough

shuffling. Human bias and prejudice may also creep in this method.
i) Use of Random Number Tables:

A random number table is an arrangement of digits O to 9, in either a linear or rectangular
pattern where each position is filled with one of these digits. A Table of random numbers is so
constructed that all numbers 0, 1, 2,..., 9 appear independent of each other. Some random

number tables in common use are:
e Tippett's random number Tables
e Fisher and Yates Tables
e Kendall and Smith Tables
e A million random digits Table

A practical method of selecting a random sample is to choose units one-by-one with the help
of a Table of random numbers. By considering two-digit numbers, we can obtain numbers from
00 to 99, all having the same frequency. Similarly, three or more digit numbers may be obtained
by combining three or more rows or columns of these Tables. The simplest way of selecting a
sample of the required size is to select a random number from 1 to N and then taking the unit
bearing that number. This procedure involves a number of rejections since all numbers greater

than N appearing in the Table are not considered for selection. The procedure of selection of
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sample through the use of random numbers is, therefore, modified and one of these modified

procedures is:
¢ Remainder Approach:

Let N be an r-digit number and let its r-digit highest multiple be N'. A random number K is
chosen from 1 to N'and the unit with serial number equal to the remainder obtained on dividing
k by N is selected, i.e. the selected number is reduced mod (N). If the remainder is zero, the
last unit is selected. As an illustration, let N = 123, then highest three-digit multiple of 123 is
984. For selecting a unit, one random number from 001 to 984 has to be selected. Let the
random number selected be 287. Dividing 287 by 123 gives the remainder as 41. Hence, the
unit with serial number 41 is selected in the sample. Suppose that another random number
selected is 245. Dividing 245 by 123 leaves 122 as remainder. So the unit bearing the serial
number 122 is selected. Similarly, if the random number selected is 369, then dividing 369 by

123 leaves remainder as 0. So the unit bearing serial number 123 is selected in the sample.
2.2 Estimation of Population Total

Let Y be the character of interestand Y,,Y,,---,Y,,---,Y,, be the values of the character from

N units of the population. Further, let y,,y,,---,V,;,---,y, be the sample of size n selected by

N
simple random sampling without replacement. For the total Y = ZYi we have an estimator
i=1

\A(=Nznlyi/n=N37n
i=1

I.e., the sample mean y, multiplied by the population size N.

The estimator can be expressed as
Y=Y wy,=(N/n)>y;, where w, = N/n.
i=1 i=1

The constant N/n is the sampling weight and is the inverse of the sampling fraction n/N.

The estimator has the statistical property of unbiasedness in relation to the sampling design.

Variance of the estimator Y of the population total is given by

Vi (V)= N (18] 3 vy /-

167



Overview of Sampling Methods

N N
where Y = )" Y;/N is the population mean and S*> =) (Y, —Y)*/(N-1) is the population
i=1

i=1

mean square.

An unbiased estimator of variance of the estimator Y of the total, Vsrs(Y ) is given by

Vs V) =N (1] 32 0,5, i)

=N?2 (1%} s?/n

where y, = Zyi /n is the sample mean and s? is an unbiased estimator of the population mean
i=1

square S2.
3. Use of Auxiliary Information

In sampling theory if the auxiliary information, related to the character under study, is available
on all the population units, then it may be advantageous to make use of this additional
information in survey sampling. One way of using this additional information is in the sample
selection with unequal probabilities of selection of units. The knowledge of auxiliary
information may also be exploited at the estimation stage. The estimator can be developed in
such a way that it makes use of this additional information. Ratio estimator, difference
estimator, regression estimator, generalized difference estimators are the examples of such
estimators. Obviously, it is assumed that the auxiliary information is available on all the
sampling units. In case the auxiliary information is not available then it can be obtained easily

without much burden on the cost.

Another way the auxiliary information can be used is at the stage of planning of survey. An
example of this is the stratification of the population units by making use of the auxiliary

information.
4. Sampling with Varying Probability

Under certain circumstances, selection of units with unequal probabilities provides more
efficient estimators than equal probability sampling, and this type of sampling is known as
unequal or varying probability sampling. In the most commonly used varying probability
sampling scheme, the units are selected with probability proportional to a given measure of
size (PPS) where the size measure is the value of an auxiliary variable x related to the

characteristic y under study and this sampling scheme is termed as probability proportional to
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size sampling. For instance, the number of persons in some previous period may be taken as a
measure of the size in sampling area units for a survey of socio-economic characters, which
are likely to be related to population. Similarly, in estimating crop characteristics the
geographical area or cultivated area for a previous period, if available, may be considered as a
measure of size, or in an industrial survey, the number of workers may be taken as the size of

an industrial establishment.

Since a large unit, that is, a unit with a large value for the study variable y, contributes more to
the population total than smaller units, it is natural to expect that a scheme of selection which
gives more chance of inclusion in a sample to larger units than to smaller units would provide
estimators more efficient than equal probability sampling. Such a scheme is provided by pps
sampling, size being the value of an auxiliary variable x directly related to y. It may appear that
such a selection procedure would give biased estimators as the larger units are over-represented
and the smaller units are under-represented in the sample. This would be so, if the sample
means is used as an estimator of population mean. Instead, if the sample observations are
suitably weighted at the estimation stage taking into consideration their probabilities of
selection, it is possible to obtain unbiased estimators. Mahalanobis (1938) has referred to this
procedure in the context of sampling plots for a crop survey and this procedure has been

discussed in detail by Hansen and Hurwitz (1943).
5. Stratified Random Sampling

The basic idea in stratified random sampling is to divide a heterogeneous population into sub-
populations, usually known as strata, each of which is internally homogeneous in which case a
precise estimate of any stratum mean can be obtained based on a small sample from that stratum
and by combining such estimates, a precise estimate for the whole population can be obtained.
Stratified sampling provides a better cross section of the population than the procedure of
simple random sampling. It may also simplify the organization of the field work. Geographical
proximity is sometimes taken as the basis of stratification. The assumption here is that
geographically contiguous areas are often more alike than areas that are far apart.
Administrative convenience may also dictate the basis on which the stratification is made. For
example, the staff already available in each range of a forest division may have to supervise
the survey in the area under their jurisdiction. Thus, compact geographical regions may form
the strata. If the characteristic under study is known to be correlated with a supplementary
variable for which actual data or at least good estimates are available for the units in the
population, the stratification may be done using the information on the supplementary variable.
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For instance, the volume estimates obtained at a previous inventory of the forest area may be

used for stratification of the population.

In stratified sampling, the variance of the estimator consists of only the ‘within strata’ variation.
Thus the larger the number of strata into which a population is divided, the higher, in general,
the precision, since it is likely that, in this case, the units within a stratum will be more
homogeneous. For estimating the variance within stratum, there should be a minimum of 2
units in each stratum. The larger the number of strata the higher will, in general, be the cost of
enumeration. So, depending on administrative convenience, cost of the survey and variability
of the characteristic under study in the area, a decision on the number of strata will have to be

arrived at.
6. Cluster Sampling

A sampling procedure presupposes division of the population into a finite number of distinct
and identifiable units called the sampling units. The smallest units into which the population
can be divided are called the elements of the population, and group of elements the clusters. A
cluster may be a class of students or cultivators’ fields in a village. When the sampling unit is

a cluster, the procedure of sampling is called cluster sampling.

For many types of population a list of elements is not available and the use of an element as
the sampling unit is, therefore, not feasible. The method of cluster or area sampling is available
in such cases. Thus, in a city a list of all the houses may be available, but that of persons is
rarely so. Again, list of farms are not available, but those of villages or enumeration districts

prepared for the census are. Cluster sampling is, therefore, widely practiced in sample surveys.

For a given number of sampling units cluster sampling is more convenient and less costly than
simple random sampling due to the saving time in journeys, identification and contacts etc.,
but cluster sampling is generally less efficient than simple random sampling due to the
tendency of the units in a cluster to be similar. In most practical situations, the loss in efficiency
may be balanced by the reduction in the cost and the efficiency per unit cost may be more in

cluster sampling as compares to simple random sampling.
7. Multistage Sampling

Cluster sampling is a sampling procedure in which clusters are considered as sampling units
and all the elements of the selected clusters are enumerated. One of the main considerations of
adopting cluster sampling is the reduction of travel cost because of the nearness of elements in

the clusters. However, this method restricts the spread of the sample over population which
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results generally in increasing the variance of the estimator. In order to increase the efficiency
of the estimator with the given cost it is natural to think of further sampling the clusters and
selecting more number of clusters so as to increase the spread of the sample over population.
This type of sampling which consists of first selecting clusters and then selecting a specified
number of elements from each selected cluster is known as sub-sampling or two stage
sampling, since the units are selected in two stages. In such sampling designs, clusters are
generally termed as first stage units (fsu’s) or primary stage units (psu’s) and the elements
within clusters or ultimate observational units are termed as second stage units (ssu’s) or
ultimate stage units (usu’s). It may be noted that this procedure can be easily generalized to
give rise to multistage sampling, where the sampling units at each stage are clusters of units of
the next stage and the ultimate observational units are selected in stages, sampling at each stage
being done from each of the sampling units or clusters selected in the previous stage. This
procedure, being a compromise between uni-stage or direct sampling of units and cluster
sampling, can be expected to be (i) more efficient than uni-stage sampling and less efficient
than cluster sampling from considerations of operational convenience and cost, and (ii) less
efficient than uni-stage sampling and more efficient than cluster sampling from the view point

of sampling variability, when the sample size in terms of number of ultimate units is fixed.

It may be mentioned that multistage sampling may be the only feasible procedure in a number
of practical situations, where a satisfactory sampling frame of ultimate observational units is
not readily available and the cost of obtaining such a frame is prohibitive or where the cost of
locating and physically identifying the usu’s is considerable. For instance, for conducting a
socio-economic survey in a region, where generally household is taken as the usu, a complete
and up-to-date list of all the households in the region may not be available, whereas a list of
villages and urban blocks which are group of households may be readily available. In such a
case, a sample of villages or urban blocks may be selected first and then a sample of households
may be drawn from each selected village and urban block after making a complete list of
households. It may happen that even a list of villages is not available, but only a list of all
tehsils (group of villages) is available. In this case a sample of households may be selected in
three stages by selecting first a sample of tehsils, then a sample of villages from each selected
tehsil after making a list of all the villages in the tehsil and finally a sample of households from
each selected village after listing all the households in it. Since the selection is done in three

stages, this procedure is termed as three stage sampling. Here, tehsils are taken as first stage
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units (fsu’s), villages as second stage units (ssu’s) and households as third or ultimate stage

units (tsu’s).
8. Systematic Sampling

In all other sampling methods, the successive units (whether elements or clusters) are selected
with the help of random numbers. But a method of sampling in which only the first unit is
selected with the help of random number while the rest of the units are selected according to a
pre-determined pattern, is known as systematic sampling. The systematic sampling has been
found very useful in forest surveys for estimating the volume of timber, in fisheries surveys for

estimating the total catch of fish, in milk yield surveys for estimating the lactation yield etc.

9. Conclusion

Simple random sampling and probability proportional size designs are most important uni-stage

design. In most of the practical situations, complex sampling designs are utilized on the basis of

these uni-stage sampling desisns. Stratified random sampling, multistage sampling, multiphase

sampling, etc. are efficient complex designs widely used in agricultural and socio-economic

SUrveys.
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1. Introduction

Design Resources Server is developed to popularize and disseminate the research in Design of
Experiments among the scientists of National Agricultural Research System (NARS) in
particular and researchers all over the globe in general and is hosted at https://drs.icar.gov.in.
The home page of the server is
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It is expected that the material provided at this server would help the experimenters in general and agricultural scientists in
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Design Resources Server is matter-of-factly a virtual, mobile library on design of experiments
created with an objective to advise and help the experimenters in agricultural sciences,
biological sciences, animal sciences, social sciences and industry in planning and designing
their experiments for making precise and valid inferences on the problems of their interest.
This also provides support for analysis of data generated so as to meet the objectives of the
study. The server also aims at providing a platform to the researchers in design of experiments
for disseminating research and also strengthening research in newer emerging areas so as to
meet the challenges of agricultural research. The purpose of this server is to spread advances
in theoretical, computational, and statistical aspects of Design of Experiments among the
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mathematicians and statisticians in academia and among the practicing statisticians involved
in advisory and consultancy services.

This server works as an e-advisory resource for the experimenters. The actual layout of the
designs is available to the experimenters online and the experimenter can use these designs
for their experimentation. It is expected that the material provided at this server would help
the experimenters in general and agricultural scientists in particular in improving the quality
of research in their respective sciences and making their research globally competitive.

Design Server is open to everyone from all over the globe. Anyone can join this and add

information to the site to strengthen it further with the permission of the developers. The

Server contains a lot of useful information for scientists of NARS. The material available on

the server has been partitioned into 4 components:

— Useful for Experimenters: Electronic Books, online generation of randomized layout of
designs, online analysis of data, analysis of data using various softwares, statistical
genomics.

— Useful for Statisticians: Literature and catalogues of BBB designs, designs for making
test treatments-control treatment comparisons, designs for bioassays, designs for factorial
experiments (supersaturated designs, block designs with factorial treatment structure),
experiments with mixtures, Online generation of Hadamard matrices, MOLS and
orthogonal arrays.

— Other Useful Links: Discussion Board, Ask a Question, Who-is-where, important links.

— Site Information: Feedback, How to Quote Design Resources Server, Copyright,
disclaimer, contact us and site map.

The major components are Useful for Experimenters and Research Statisticians. The
scientists, however, can use either of the parts or parts of their choice. A brief description of
all the above four components is given in the sequel.

2. Useful for Experimenters

This link has been designed essentially to meet the requirements of the experimenters whose
prime interest is in designing the experiment and then subsequently analyzing the data
generated so as to draw statistically valid inferences. To meet this end, the link contains the
following sub-links:

2.1 E-Learning

This is an important link that provides useful and important reading material on use of some
statistical software packages, designing experiments, statistical analysis of data and other
useful topics in statistics in the form of two electronic books viz.

1. Design and Analysis of Agricultural Experiments
https://drs.icar.gov.in/Electronic-Book/index.htm

2. Advances in Data Analytical Techniques
https://drs.icar.gov.in/ebook/EBADAT/index.htm

The screen shots of cover pages of these books are shown below:
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The coverage of topics in these electronic books is very wide and almost all the aspects of
designing an experiment and analysis of data are covered. The chapters are decorated with
solved examples giving the steps of analysis. The users can have online access to these
electronic books. This provides good theoretical support and also reading material to the
users.

2.2 Online Design Generation-I
This link is very useful for experimenters because it helps in generation of randomized layout
of the following designs:

Basic Designs: Generates of randomized layout of completely randomized design and
randomized complete block design both for single factor and multifactor experiments and
Latin square designs for single factor experiments. The field book can be created as a .csv file
or a text file. This is available at

https://drs.icar.gov.in/Basic Designs/generate_designs.htm.

Augmented Designs: A large number of germplasm evaluation trials are conducted using
augmented designs. The experimenters generally compromise with the randomization of
treatments in the design. Further, experimenters also need to know the optimum replication
number of controls in each block so as to maximize the efficiency per observation. Online
software for generation of randomized layout of an augmented randomized complete block
design for given number of test treatments, control treatments and number of blocks with
given block sizes, not necessarily equal, is developed and is available at
https://drs.icar.gov.in/Augmented Designs/home.htm.

The design can be generated with optimum replication of control treatments in each block so
as to maximize efficiency per observation.

Resolvable Block Designs: Resolvable block designs are an important class of incomplete
block designs wherein the blocks can be formed together into sets with the blocks within each
set constituting a complete replication. In the class of resolvable block designs, square lattice
designs are very popular among experimenters. One can generate square lattice designs with
three replications using

https://drs.icar.gov.in/WebHadamard/square lattice.htm.

175


http://www.iasri.res.in/design/Basic
http://www.iasri.res.in/design/Augmented%20Designs/home.htm
http://www.iasri.res.in/WebHadamard/square

Design Resources Server

Another important class of resolvable block designs is the alpha designs. These designs are
available when the number of treatments is a composite number. Literature on alpha designs
is available at

https://drs.icar.gov.in/Alpha/Home.htm.

This link also provides randomized layout of alpha designs for 6 < v (=sk, the number of
treatments) < 150, 2 < r (number of replications) < 5, 3< k (block size) <10 and 2 <s < 15
along with the lower bounds to A- and D- efficiencies of the designs.

The screen shots for generation of randomized layout of basic designs, augmented designs,
square lattice designs and alpha designs are
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2.3 Online Analysis of Data

This link together with Analysis of Data forms the backbone of the Design Resources Server.
This particular link targets at providing online analysis of data generated to the experimenter.
At present an experimenter can perform online analysis of data generated from augmented
randomized block designs. This is available at https://drs.icar.gov.in/spadweb/index.htm.
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2.4 Analysis of Data

This is the most important link of the server because it targets at providing steps of analysis of
data generated from designed experiments using several statistical packages like SAS, SPSS,
GenStat, MINITAB, SYSTAT, SPAD, SPFE, SPAR 2.0, MS-Excel, etc. Some real life
examples of experiments are given and the questions to be answered are listed. Steps for
preparation of data files, the commands and macros to be used for analysis of data and the
treatment contrasts to be used for answering specific questions, etc. are given, which the user
can use without any difficulty. The data files and result files can also be downloaded. This is
available at

https://drs.icar.gov.in/Analysis of data/Analysis of Data.html.

The following analysis can be performed using this link:

Analysis of data generated from completely randomized designs, randomized complete
block design; incomplete block design; resolvable incomplete block design; Latin square
design; factorial experiments both without and with confounding; factorial experiments
with extra treatments; split and strip plot designs; cross over designs using SAS and SPSS;
steps of analysis of augmented design using SAS, SPSS and SPAD

Response surface design using SAS and SPSS

SAS code for analysis of groups of experiments conducted in different environments
(locations or season / year), each experiment conducted as a complete block or an
incomplete block design. Using this code, one can analyze the data for each of the
environments separately, test the homogeneity of error variances using Bartlett’s y?-test,
perform combined analysis of data considering both environment effects as fixed and
environment effects as random (both through PROC GLM and PROC MIXED) and
prepare site regression or GGE biplots

SAS Macro for performing diagnostics (normality and homogeneity of errors) in
experimental data generated through randomized complete block designs and then
applying remedial measures such as Box-Cox transformation and applying the non-
parametric tests if the errors remain non-normal and / or heterogeneous even after
transformation

177


https://drs.icar.gov.in/Analysis

Design Resources Server

- SAS codes are also available for obtaining descriptive statistics, generating discrete
frequency distribution, grouped frequency distribution, histogram, testing the normality of
a given variable (overall groups or for each of the groups separately)

- correlation and regression using SAS and SPSS

- Tests of significance based on Student’s t-distribution using SAS, SPSS and MS-EXCEL

- SAS and SPSS codes for performing principal component analysis, cluster analysis and
analysis of covariance

- SAS and SPSS codes for fitting non-linear models

The screens shots for analy5|s of data appear Ilke
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2.6 Statistical Genomics

A link on Statistical Genomics has been initiated essentially as an e-learning platform which
can be useful to the researchers particularly the geneticists, the biologists, the statisticians and
the computational biology experts. It contains the information on some public domain
softwares that can be downloaded free of cost. A bibliography on design and analysis of
microarray experiments is also given. These are hosted at
https://drs.icar.gov. m/StatlstlcaI ~Genomics/default.ntm. A screen shot of this Imk IS
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A new link ‘Catalogue and Generation of Row-Column Designs’ (https://drs.icar.gov.in/drs/)
has been initiated for generation of Row-Column Designs with two rows along with lower
bounds to A- and D- efficiencies for parametric range 3 <v<10,v<b<v(v-1)/2,11<v<

35, b =v, and (v, b) = (11,12), (11,13), (12,13), (12,14), (13,14), (13,15), (13,16) under fixed
and mixed effects models.
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Another link on online generation of block designs with block size 2 for factorial experiments
with baseline parameterization in b = v-1 blocks (where v is the number of treatment
combinations v = s1xS2x...xSn, 2< n <10 factors and v = sixs2x...xsa and for 2 factor mixed

level factorial experiments in v-1 < b < (v-1)+(s1-1)(s2-1) arrays and made available at
https://drs.icar.gov.in/dbp/. Some screen shots are

| Design Base Line

Fortes 8 Do o i

Design for Baseline .,

Generation of Block Designs for Baseline Parametrization Parametrization

Generation of block desigas for baseline parametrization in b = v-1 blocks for s: x

x 5. factorial experiment . 25 n< 10 factors and v='5; X . x 5, and for 2
factor mited level factorial experiments in v-1 <b < (v

13- 1)(s2-1) arrays.
Select Number of Factors | Factors [v

Cohumns below represents Factors Fy. Fat, ., Fa. F

2.7 Modules based on R-Software

A new application for R Package based modules have been developed at http://drsr.icar.gov.in/
Following modules of online generation of designs are available
Single Factor Experiments

For generation of (i) Balanced Incomplete Latin Square Designs; (ii) Incomplete block

designs up to 30 treatments and up to block size 10 and (iii) Position Balanced Block
Designs.

Factorial Experiments

Generation of (a) Orthogonal and Nested Orthogonal Latin Hypercube Designs viz. (i) 1st order
OLH design; (ii) 2nd order OLH design; (iii) Nested OLH design and (iv) OLH design with good
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space filling property and (b) Incomplete Split Plot Designs for three situations namely (i) when
blocks are complete with respect to whole plot treatments and whole plots are incomplete with
respect to subplot treatments, (ii) when blocks are incomplete with respect to whole plot
treatments and whole plots are complete with respect to subplot treatments and (iii) whn blocks
are incomplete with respect to whole plot treatments and whole plots are incomplete with respect
to subplot treatments.

3. Useful for Research Statisticians

This link is useful for researchers engaged in conducting research in design of experiments
and can be used for class room teaching also. The material on this link is divided into the
following sub-links:

3.1 Block Designs

This link provides some theoretical considerations of balanced incomplete block (BIB)

designs, binary variance balanced block (BBB) designs with 2 and 3 distinct block sizes,

partially balanced incomplete block (PBIB) designs, designs for test treatments-control

treatment(s) comparisons, etc. for research statisticians. The link also gives a catalogue of

designs and a bibliography on the subject for use of researchers. At present the following

material is available on this link:

- General method of construction of BBB designs; general methods of construction of block
designs for making test treatments - control treatment(s) comparisons; bibliography

- Catalogue of BIB designs for number of replications r < 30 for symmetric BIB designs
and r < 20 for asymmetric BIB designs

- Catalogue of BBB designs with 2 and 3 distinct block sizes for number of replications r <
30. The catalogue also gives the resolvability status of the designs along with the
efficiency factor of the designs

- 6574 block designs for making all possible pair wise treatment comparisons for v < 35
(number of treatments), b < 64 (number of blocks), k < 34 (block size)

Some screen shots on block designs are given below:
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This page helps a user in obtaining A-efficient block designs for making all the possible pair wise treatment
comparisons. The wser has to enter the number of treatments, the number of blocks and the block size and the
layout of the design along with the concurrence matrix will be displayed. Far scme parametric combination if a

design cannot be generated then a message “The page cannot be found” would be displayed. The designs have
been generated by wsing a modified computer algorithm of Jones and Eccleston (1950). The page, however,
displays designs with number of treatments smaller than 35, the number of blocks smaller than 50 and block size
RESO 2 smaller than 34 such that the average replication number of treatments is smaller than 20. The designs are binary
RESO 1 and the number of treatments is larger than the block size. The site has 6474 designs with lower bounds to A-
RESO 1 efficiency and D-efficiency larger than 0.950 and 0.960, respectively. 268 deigns have A-efficiency larger than
RESO 1 0.995. For details one may refer to Rsthore, Parsad and Gupta (2006).
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Designs for biological assays help in estimation of relative potency of the test preparation
with respect to the standard one. The material uploaded includes contrasts of interest in
parallel line assays and slope ratio assays. This link provides some theoretical considerations
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of designs for bioassays along with a catalogue of designs and a bibliography on the subject
for use of researchers. Literature on bioassays is available at
https://drs.icar.gov.in/BioAssays/bioassay.html.

Some screen shots of this link are displayed below:
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3.3 Designs for Factorial Experiments

Factorial experiments are most popular among agricultural scientists. To begin with, material
on block designs with factorial treatment structure and supersaturated designs is available on
this link.

» Supersaturated Designs
Supersaturated designs are fractional factorial designs in which the degrees of freedom for all
its main effects and the intercept term exceed the total number of distinct factor level
combinations of the design. These designs are useful when the experimenter is interested in
identifying the active factors through the experiment and experimental resources are scarce.
Definition of supersaturated designs, experimental situations in which supersaturated designs
are useful, efficiency criteria for evaluation of supersaturated designs, catalogue of
supersaturated designs for 2-level factorial experiments and asymmetrical factorial
experiments and bibliography on supersaturated designs has been uploaded on the Server. The
complete details of the runs can be obtained by clicking on the required design in the
catalogue.

https://drs.icar.gov.in/Supersaturated Design/Supersaturated.html.
Some screen shots of supersaturated designs are
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» Mixed Orthogonal arrays

Definitions of Orthogonal arrays(OAs), mixed OA, Resolvable OA, a-resolvable OA,
resolvable MOA, construction of OAs, blocking in OAs, generation of orthogonal arrays of
strength two, resolvable orthogonal arrays of strength two and the orthogonal blocking of the
resolvable orthogonal array for 4 < n(# Runs) < 144, and bibliography on OAs.

Mat < @My Yohoo! ~ | QAvowers + [ Ant
B

Orthogonal Arrays gi

Orthogonal Arrays

= —
= T rcc ety o Onthognt Ay (O) i s, e, ksl cscrch oty o R Catalogue of OA, ROA, and OB_ROA
g

of the amay represent the experiments or
speriments. The cobamas of the orthogoaal

actors being analyzed. The entries in the array
speciy the levels at which the variables are to be applied. If a row of a four symbol (0, 1, 2, 3) and six factors
orthogonsl array reads
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» Block Designs with Factorial Treatment Structure

Block designs with factorial treatment structure have useful applications in designs for crop
sequence experiments. Th link on block designs with factorial Treatment Structure provides a
bibliography with 232 references on the subject. Catalogues of block designs with factorial
treatment structure in 3-replications for number of levels for any factor at most 12 permitting
estimation of main effects with full efficiency and controlling efficiency for interaction effects
are also given at this link. URL for this link is https://drs.icar.gov.in/factorial/factorial.htm.
Some screen shots for block deS|gns with factorlal treatment structure are

~EMail + @MyVehoo! + | EAnswers = [ AntiSpy~ [ Bookmarks ~ - Meszenger
R ~ o v Pagew Sefetyv Tooks @~

Block Designs with Factorial Structure fﬁ‘
=

Sesign Resource Server - . e < e .
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= /]

Catalogue of Block Designs with Factorial Structure

In an experimental design the treatments under study may be unstructured or have a factorial 3 4x3? 2

Home structure. The design is called varietal or factorial in these two situations respectively. In Home
varietal desi i, the nteret of the xpfmneul o he s in all the possible pair wise outmsl of

fact s, the interest lies in the main effects 25 222

™ factor F, being

Consider a factorial experiment involving p factors F, Fy, ...,

experimented \uu.q levels,/ = 1.2, ... ., p. By a treatment combin :.napa'n cular

selection of levels s = (5, 5,, 5,)- We shall assume th % qy ~qp T

treatment are written in a order. We shall also assume that the N = — — 1 .
Sibbopaph 3 PR 632

treatment combinations are run in a block desi; m with b blocks. each block containing & (< i
distinct treatment combinations.

A factorial experiment run in a block design (bock designs with factorial structure) is said to
s ca

o
estimates of the estimable treatment contrasts belonging to different Iacvnml effects are - - - -
onhogonal or uncorrelated. Any factoril effect s said to be balanced if al the nommalized 32,23 523 6x5x2% 105

va emet | Protected Mode On (i ‘\lw‘! -
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» Row-Column Designs in 2 Rows for Orthogonal parameterization

Row-column designs are useful for the experimental situations in which there are two cross
classified sources of heterogeneity in the experimental material. In many experimental
situations due to practical considerations, it may not be possible to accommodate more than
two experimental units in a column of a row-column design. Row-column designs with two
rows and with factorial treatment structure have also been found useful in many agricultural
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experimental situations including two-colour microarray experiments. When the design is
non-orthogonal in a row-column set up, it would be desirable that it permits orthogonal
estimation of all factorial effects with high efficiency. This may require a large number of
columns. Due to cost and time considerations, it may not be possible to run a design in
number of runs that are required for orthogonal estimation of all the factorial effects. The
experimenter may, however, be interested in orthogonal estimation of all the main effects and
two factor interactions based on an orthogonal parameterization. A module for on-line
generation of Row Column Designs with equal replication of each treatments for Factorial
Experiments in Two Rows for 2" (n<10) factorial experiments for orthogonal estimation of
main effects and two factor interactions. Here, for each factor, two designs are generated, one
in which main effects are estimated with more efficiency. Online generation module also
generates designs with unequal replications in the same parametric range for orthogonal
estimation of main effects and two factor interactions. Here one can obtain designs with fewer
number of columns as compared to the minimum number of replications required for
orthogonal estimation of main effects and two factor interactions in equi-replicated designs. It
is made available at
https://drs.icar.gov.in/fRow_Column_design_OP_2_rows/Default.aspx.

Some screen shots for row-column designs in two rows for orthogonal parameterisation are

given in the sequel

&

) &
e
B

3.4 Response Surface Designs

These designs are used (i) to determine and to quantify the relationship between the response
and the levels of quantitative factors and (ii) to obtain optimum combinations of levels of
various quantitative factors. To meet these objectives, the data from the experiments
involving quantitative factors can be utilized for fitting the response surfaces over the region
of interest. Response surfaces besides inferring on the twin purposes can also provide
information on the rate of change of the response variable and can help in studying the
interactions between quantitative factors. The literature, layout of designs and bibiography on
this topic is made available at https://drs.icar.gov.in/Response%20Surface/RS_Home.html A
screen shot of this link is as given below:
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&

Response Surface Designs

B

3.5 Experiments with Mixtures

Experiments with mixtures are quite useful for the experiments where a fixed quantity of
inputs (may be same dose of fertilizer, same quantity of irrigation water or same dose of
insecticide or pesticide etc.) are applied as a combination of two or more ingredients. In these
experiments the response is a function of the proportion of the ingredients in the mixture
rather than the actual amount of the mixture. A bibliography of experiments with mixtures
and online generation of simplex centroid designs are available on this page http://
https://drs.icar.gov.in/mixture/mixtures.aspx. Some screen shots of experiments with mixtures

are:

/= "DRS Experiments with Mixtures” - Windows Internet Explorer

/- DRS Experiments with Mixtures - Windows Internet Explorer
£ i/

File Edt View Favorites Tools Help

Lres.rmbure/mixhres.aspx v 4 x

W G @ DRS Experiments with Mixtures.

@ = | ) tp:/ pwww, asrires. n/mixture /Centroid, aspx
Fie Edt View Favoriss Took Hep

U @ 'TRS Experiments wih Misnres®

L Designs for Experiments with Mixtures

Experiments with Mixtures

There do occur experimental simations where a fixed quaniity of inputs, may

be same dose of fertlizer, same quantity of imigation water or same dose of

insecticide o pesticide etc. are apphied The fived

combination of two or more ingredients. For

may be a combination of diferent qualiies
d from diff

of pesticide may be obi om four different chemicals. In these
experiments the response is a function of the proportion of the ingredient in the
mixture rather than the actual amount of the mixture. The experiments with
mixture methodology are quite useful for these experimental situations
Experiments with mixtures methodology will give a functional relationship
between proportions of inputs applied and response and is helpful to
interpolate responses at points that have not been tried in the experiment
Optimum combination of proportions can also be obtained through this
approach
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3.6 Online Design Generation- 11
This link is helpful in generation of the following:

Hadamard matrix

Hadamard matrices have a tremendous potential for applications in many fields particularly in
fractional factorial plans, supersaturated designs, variance estimation from large scale
complex survey data, generation of incomplete block designs, coding theory, etc. One can
generate Hadamard matrices for all permissible orders up to 1000 except 668, 716, 876 and
892 using the URL https://drs.icar.gov.in/WebHadamard/WebHadamard.htm. Methods
implemented produce Hadamard matrices in semi-normalized or normalized form. “None”
option is also available. Hadamard matrix can be generated in (0,1); (+1,-1); or (+,-) form.
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The method of generation of Hadamard matrix is also given. The screen shots for generation
of Hadamard matrices are

£ http:iiwww.iasri

res.in/WebHadamard/WebHadamard.htm - Windows Internet Explorer

[ hup JIwww.jasri.res.in/webhadamard/Validate.dII?MfcISAPICommand=Hadamard&Order=12&Norm .. r_@@

2. bt/ jbHadamard AsbHadamard him vi4 x b G- em rires. n/wethadarmard Y alidate, dIMIISAFIComenand=Hadamar GBCrder =128Merma ¥ | 42

Rl L T ——— & - # - |.rPage ~ () Teok - % G0 | 8 st sari e nfwathadsmard Vald. B - B W P - GTook > *

Hadamard Matrix (Beta) Hadamard Matrix of order 12

Method used: Paley - Method 1

The program is siill in development phase. Keep visiting here for ew options/methods. Your suggestions are welcome.

meats, problems to V.K. Gupta / Rajender Parsad / A, Dhandapani. Home

o oo T e [ Cicow -

Mutually Orthogonal Latin Squares and Orthogonal arrays

Using this link one can generate complete set of mutually orthogonal Latin squares of order s,
s being a prime or prime power less than 1000. One can also generate an orthogonal array
with parameters (s°*1, s2, s, 2) by choosing the output option as orthogonal arrays. The URL of
this link is _https://drs.icar.gov.in/WebHadamard/mols.htm. Some screen shots of mutually
orthogonal Latin squares and orthogonal arrays are

b pllvmkullﬂllue.h \adamard/mols. htm - Windows Internet Explors

http:Hwww. fasri.res.infwebhadamard/Validate. dIPMfcISAPICommand=MOLS&Order =4goutput=1 - ... [ |E|K)

@ v ] it i e PMICISAF Y orrrmand=M0LS0 B

Fle EdN View Favrres Tooks Hep
Mutually Orthogonal Latin Squares (MOLS) and Orthogonal

R L T —r— & - [rpaer ook v "

Set of Musually Oxthogonal Latin Squares of crder 4
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Balanced Incomplete Latin square Designs

Latin square designs are widely used in comparative experiments where two crossed blocking
factors are present and each blocking factor has v levels, where v is also equal to the number
of Latin letters in the Latin square or the number of treatments in the design. In this
arrangement each Latin letter appears in each row and each column precisely once. However,
it may not always be possible to accommodate all the v Latin letters or treatments precisely
once in each row and / or each column, leading thereby to a situation where each row and / or
each column may have less than v Latin letters or treatments appearing in them. In other
words, there would be empty nodes in the Latin square arrangement and the Latin square
design, meaning thereby that the row-column design is a non-orthogonal design with
treatments versus rows and / or treatments versus columns classifications as non-orthogonal.
Balanced incomplete Latin square designs have been introduced for such situations. A
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balanced incomplete Latin square design with parameters v and r is an incomplete Latin
square of order v such that each row and each column has r < v non-empty cells and v — r
empty cells and each of the v symbols appears exactly r times in the whole square.
Henceforth, we shall denote a balanced incomplete Latin square with v symbols and r
replications of each symbol as BILS (v, r). Here the term ‘balanced’ implies that each row and
column has same number of non-empty cells and each symbol has same number of
replications in the whole square. This balance is neither related to pair-wise balance nor
variance balance. Here, construction of BILS (v, r) is done by removing the v — r disjoint
transversals from a Latin square of order v via a pair of orthogonal Latin squares (Ai et al.,
2013). Here, a transversal in a Latin Square of order v is a set of v cells such that only one cell
is allowed in each row and in each column, and furthermore, each symbol can appear in each
cell once. A module for online generation of Balanced Latin square designs for all values of 3
<v< 21 (expectv= 6,10,14, 18) have been developed and made available at
https://drs.icar.gov.in/BILS_Design/Default.aspx. Some screen shots for balanced incomplete
Latin Squares are given in the sequel

Balanced Incomplete Latin Square ; Balanced Incomplete Latin Square
Designs ,

Designs

ol wn

ol awanl @
R

wul wewnl B

oral vul W®

pwmel | o

vl | ook

3.7 Workshop Proceedings

Proceedings of 3 dissemination workshops are available for the stakeholders
1. Design and Analysis of On-Station and On-Farm Agricultural Experiments
2. Design and Analysis of Bioassays
3. Outliers in Designed Experiments

4. Other Useful Links

The purpose of this component is to develop a network of scientists in general and a network
of statisticians in particular around the globe so that interesting and useful information can be
shared among the peers. It also attempts to

provide a sort of advisory to the scientists.
Some other useful and important links |« ecmio 8.0 e im0
available on world wide web are also | & Discussion Board &
provided. okome DBl B s S s o

4.1 Discussion Board

The purpose of discussion board is to create a
network of scientists and also to provide a
platform for sharing any useful piece of

Rajender Parsad

it U
Maivel Masivel

Dx Pramod Kumsr Bajpsi 9732008
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research or idea with scientists over the globe. The user can use this board for learning and
disseminating information after registering on the discussion board. The information can be
viewed by anybody over the globe. In case there are some queries or some researchable
issues, then other peers can also respond to these queries. This helps in creating a network of
scientists. Number of registered participants so far is 78 (23: Agricultural Research
Statisticians; 37: Experimenters; One Vice-Chancellor and 17 ISS Officers). (
https://drs.icar.gov.in/MessageBoard/MessageBoard.asp ).

4.2 Ask a Question

The ultimate objective of this server is to provide e-learning and e-advisory services. At
present this is being achieved through the link “Ask a Question”. Once a user submits a
question, a mail is automatically generated for Dr. Rajender Parsad, Dr. V.K. Gupta and Mrs.
Alka Arora, who answer the guestion on receiving the mail.

x Google « A search - |- T Share | More» Signln 9, -

i Favorites | D DES - Design of Experiments Server / Design Reso.

Tuesday: 0211212013

* Design Resources Server

Ask A Question

WVisits since 20.11.2007

000025536 Send Email

4.3 List of Questions
A list of questions answered through ‘Ask a Question’ has been provided for archiving and
ready reference of users.

4.4 Who-is-where

Addresses of important contributors in Design of Experiments including their E-mail
addresses have been linked to Design Resources Server. The list includes experts from USA,
Canada, Australia, UK, China, Japan, Mexico, New Zealand, Oman, Syria, Taiwan, Vietham
and India. This information is useful for all the researchers in Design of Experiments in
establishing linkages with their counterparts over the globe.
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~ DES - Design of Experiments Server / Design Resource Server - Windows Internet Explorer

é sz @vaboo com

Tostiute of Applied Statistics and Development
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This gives links to other important sites that provide useful material on statistical learning in
general and Design of Experiments in particular. Some links are as given below:

Sr. No. Important Links
1. Design Resources: www.designtheory.org
2. Sankhya : http://sankhya.isical.ac.in
3. Statistics Glossary http://www.cas.lancs.ac.uk/glossary v1.1/main.html
4. Free Encyclopedia on Design of Experiments:
http://en.wikipedia.org/wiki/Design_of experiments
5. Important Contributors to Statistics:
http://en.wikipedia.org/wiki/Statistics#Important_contributors _to_statistics
6. Electronic Statistics Text Book: http://www.statsoft.com/textbook/stathome.html
7. On-line construction of Designs:
http://biometrics.hri.ac.uk/experimentaldesigns/website/hri.htm
8. GENDEX: http://www.designcomputing.net/gendex/
9. The Electronic Journal of Combinatorics: www.combinatorics.org
10. Annals of Combinatorics: www.combinatorics.net
11. Journal of Quality Technology: http://www.asq.org/pub/jqt/index.html
12. Indian Council of Agriculture Research (ICAR): http://www.icar.org.in
13. Hadamard Matrices
1. http://www.research.att.com/~njas/hadamard
2. http://lwww.uow.edu.au/~jennie/WILLIAMSON/williamson.html
14, Biplots :http://www.ggebiplot.com
15. Free Statistical Softwares: http://freestatistics.altervista.org/en/stat.php
16. Learning Statistics: http://freestatistics.altervista.org/en/learning.php
17. Free Math Software: http://freestatistics.altervista.org/en/math.php
18. Statistical Calculators: http://www.graphpad.com/quickcalcs/index.cfm
19. Current Index to Statistics: http://www.statindex.org/
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20. SAS Online Doc 9.1.3: http://support.sas.com/onlinedoc/913/docMainpage.jsp

21. University of South California: Courses in Statistics:
http://www.stat.sc.edu/curricula/courses/

22. Course on Introduction to Experimental Design:
http://www.stat.sc.edu/~grego/courses/stat506

23. Course on Experimental design: http://www.stat.sc.edu/~grego/courses/stat706/

24. Current Index to Statistics: http://www.statindex.org/

25. International Indian Statistical Association: http://www.intindstat.org/

26. Statistical Calculators: www.graphpad.com/quickcalcs/index.cfm

217. Journal of Indian Society of Agricultural Statistics: www.isas.org,in/jisas

28. Free Statistical Softwares: http://statpages.org/javasta2.html

29. Teaching Statistics Video: http://www.youtube.com/user/sarjinderl

30. Statistical Services Centre at University of Reading:
http://www.reading.ac.uk/ssc/home.html

3L. Rothamsted Experimental Station: http://www.rothamsted.ac.uk/

32. Indian Statisticians:
http://www.en.wikipedia.org/wiki/cateqory:Indian statisticians

33. Evolution of Statistics in India:
http://library.isical.ac.in/jspui/bitstream/10263/3935/1/Evolution%200f%20Statisti
€5%20in%20India.pdf

4.6 Books on Design of Experiments

A list of books on Design of Experiments has been provided for the benefit of the visitors of
this web resource, the faculty, the researchers in Design of Experiments and the students. No
claim is being made for this list to being exhaustive. New additions would be made to it from
time to time.

5. Site Information

This link provides information about the site on the following aspects (i) Feedback from
stakeholders, (if) How to Quote Design Resources Server, (i) Copyright, (iv) Disclaimer, (v)
Contact us, and (vi) Sitemap.

5.1 Feedback/ Comments

The feedback / comments received from the users visiting the site have been put on the server
so that every user can benefit from the experience of other users. More importantly, the
feedback helps in improving the contents of the site and their presentation too. We have
received feedback from 19 researchers (6: Design Experts from India; 7: Experts from abroad,;
4: Experimenters and 2: Agricultural Research Statisticians). The first feedback was received
from Dr K Rameash, Entomologist working at ICAR Research Complex for NEH Region,
Sikkim Centre, Tadong, Gangtok.

5.2 How to quote Design Resources Server
To Quote Design Resources Server, use:
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Design Resources Server. Indian Agricultural Statistics Research Institute (ICAR), New
Delhi 110 012, India. https://drs.icar.gov.in (accessed last on <date>).

If referring to a particular page, then the site may be quoted as

Authors' name in ‘Contact Us' list on that page. Title of page: Design Resources Server.
Indian Agricultural Statistics Research Institute (ICAR), New Delhi 110 012, India.
https://drs.icar.gov.in (accessed last on <date>).

For example, page on alpha designs may be cited as

Parsad, R., Gupta, V.K. and Dhandapani, A. Alpha Designs: Design Resources Server. Indian
Agricultural Statistics Research Institute (ICAR), New Delhi 110 012, India.
https://drs.icar.gov.in (accessed last on 21.03.2009).

5.3 Copyright
This website and its contents are copyright of "IASRI (ICAR)" - © "ICAR" 2008. All rights
reserved. Any redistribution or reproduction of part or all of the contents in any form, other
than the following, is prohibited:
e print or download to a local hard disk extracts for personal and non-commercial use
only.
e transmit it or store it in any other website or other form of electronic retrieval system.
e except with express written permission of the authors, distribution or commercial
exploitation of the contents.

5.4 Disclaimer

The information contained in this website is for general information purposes only. The
information is provided by “IASRI” and whilst “IASRI” endeavours to keep the information
up-to-date and correct, no representations or warranties of any kind, express or implied, about
the completeness, accuracy, reliability, suitability or availability with respect to the website or
the information, products, services, or related graphics contained on the website are made for
any purpose. Any reliance placed on such information is, therefore, strictly at user’s own risk.

In no event will “IASRI” be liable for any loss or damage including without limitation,
indirect or consequential loss or damage, or any loss or damage whatsoever arising from loss
of data or profits arising out of or in connection with the use of this website.

Through this website users are able to link to other websites which are not under the control
of “IASRI”. The inclusion of any links does not necessarily imply a recommendation or
endorsement the views expressed within them.

Every effort is made to keep the website running smoothly. However, “IASRI” takes no
responsibility for and will not be liable for the website being temporarily unavailable due to
technical issues beyond our control.

5.5 Site Map
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This link gives a map of the various links available on the server. A user can access any of the
links through this map also. A snap shot of the site map is given below:

/2 DES - Design of Experiments Server / Design Resource Server - Intemet Explorer provided by Dell

x 8-S - @7 |Web Search + Fi v T Mail ~ My VYahoo! ~ | EJAnswers ~ [J Anti Spy~ [§ Bookmarks~ () Messenger~
¢ Favorites | D DES - Design of Experiments Server / Design Reso. i v B v 0 @ v Pagew Safetyv Toolsv @~

i Design Resources Server

Site Map
USEFUL FOR

USEFUL FOR EXPERIMENTERS T OTHER USEFUL LINKS SITE INFORMATION

Block Designs
ELearning

- Electronic Book
« Elsstronic Books]
« Elsstronic Book-lT

Online Design Gene:

@ Internet | Protected Mode: On %A~ Blw% -

6. Some Information on the Usage of the Server
Design Resources Server is a copyright of IASRI (ICAR): L-46452/2013 dated June 07,
2013. The Server was registered under Google Analytics on May 26, 2008.
External links of the server are also available at:
- http://en.wikipedia.org/wiki/Design_of experiments
- http://en.wikipedia.org/wiki/Hadamard_matrix
The server has been cited at:

- https://dspace.ist.utl.pt/bitstream/2295/145675/1/licao_21.pdf
for lecture presentation on Unitary operators.

- Chiarandini, Marco (2008). DM811-Heuristics for Combinatorial Optimization.
Laboratory Assignment, Fall 2008. Department of Mathematics and Computer
Science, University of Southern Denmark, Odense.

- http://support.sas.com/techsup/technote/ts723.html

- Warren F. Kuhfeld. Orthogonal Arrays. Analytics Division SAS, Document No.
273 (http:// support.sas.com/techsup/technote/ts723.html).

- Electronic text material in “New and Restructured Post-Graduate Curricula &
Syllabi on Statistical Sciences (Statistics/Agricultural Statistics; Bio-Statistics,
Computer Application) of Education Division, Indian Council of Agricultural
Research, New Delhi, 2008.

- Jingbo Gao, Xu Zhu, Nandi, A.K. (2009). Nonredundant precoding and PARR
reduction in MIMO OFDM systems with ICA based blind equalization. 1EEE
transactions on Wireless Communications, 8(6), 3038-3049.

e Server is also linked at
- ICARDA Intranet: Biometric Services
- CG Online learning resources- http://learning.cgiar.org/moodle/Experimental
Designs and Data Analysis

7. Future Directions
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The Design Resources Server created and being strengthened at IASRI aims to culminate into
an expert system on design of experiments. To achieve this end, the materials available on
various links need to be strengthened dynamically. Besides this, the following additions need
to be made to the server in the near future:

- Online generation of

balanced incomplete block designs, binary balanced block designs and
partially balanced incomplete block designs

block designs with nested factors

designs for crop sequence experiments

efficient designs for correlated error structures

online generation of row-column designs

designs for factorial experiments; fractional factorial plans

- designs for microarray experiments

- designs for computer experiments

- designs for fitting response surfaces; designs for experiments with mixtures
- splitand strip plot designs

- field book of all the designs generated

- labels generation for preparing seed packets

- online analysis of data

The success of the server lies in the hands of users. It is requested that the scientists in NARS
use this server rigorously and send their comments for further improvements to Dr. Rajender
Parsad (rajender.parsad@icar.gov.in) / Dr. V.K. Gupta (vkguptal751@yahoo0.co.in). The

comments/ suggestions would be helpful in making this server more meaningful and useful.
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DESIGNS FOR FACTORIAL EXPERIMENTS

V.K. Gupta, Rajender Parsad, Sukanta Dash and Susheel Kumar Sarkar
ICAR-Indian Agricultural Statistics Research Institute
Library Avenue, New Delhi - 110 012
vkgupta_1751@yahoo.co.in; rajender.parsad@icar.gov.in; sukanta.dash@icar.gov.in;
susheel.sarkar@icar.gov.in

1. Introduction

Suppose that one wants to conduct an experiment to study the performance of a new crop
or tree species on the basis of yield in an area where it has never been grown before. A
sample of pertinent questions that arise for planning the experiment must be answered is
given below:

1. What should be the best crop variety?

2. When should the crop be planted (Date of sowing)?

3. Should it be sown directly or transplanted? If sown directly, what would be the
seeding rate and if transplanted, what would be the age of the seedlings?

Should the seed be drilled or broadcast?

Must we use fertilizer? If yes, how much of the major elements are needed?

Have we to add minor elements?

Is irrigation necessary?

What should be the plant-to-plant and line-to-line spacing?

o No gk

This problem may be investigated by varying a single factor at a time using designs for
single factor experiments (like completely randomized designs, randomized complete
block designs, incomplete block designs, row-column designs, etc.). For example, an
experiment may be conducted with varieties of the crop as treatments to pick the best
variety. Using the best variety, another experiment may be conducted to obtain the date of
sowing. Then using the best variety and the optimum date of sowing another experiment
may be conducted to find the optimum level for the other factors one at a time. The
soundness of this approach rests on the assumption that the response to different varieties
is independent of amount of nitrogen given i.e. the factors act independent of each other.
But then this is a big assumption and such situations are very rare.

To make the exposition simple, let us take two factors viz. irrigation and nitrogen fertilizer.
It is known that for most of the crops, higher level of irrigation up to certain limit is
required to secure an adequate response from a higher dose of manure. The two factors
are not independent but interact with each other. Thus, interaction is the failure of the
differences in response to changes in levels of one factor, to retain the same order and
magnitude of performance through out all the levels of other factors or the factors are
said to interact if the effect of one factor changes as the levels of the other factor(s)
changes.

In practice the experimenter deals with simultaneous variation in more than one factor. It
may be required to find the combination of most suitable level of irrigation and the
optimum dose of a nitrogenous fertilizer. Consider the results of a trial designed to
measure the effects of nitrogen and irrigation, both alone and in combinations when
applied to rice crop. The yield of rice crop in g/ha is given as
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Rice yield in g/ha

Nitrogen — 0 kg N/ha 60 kg N/ha Mean
Irrigation (No) (N1)
5cm Nolo  10.0 | Nilo 30.0 20.0
irrigation (lo)
10 cm Noli 200 | Nila 40.0 30.0
irrigation ( 11)
Mean 15.0 35.0

Effect of nitrogen at lo level of irrigation = 30.0 - 10.0 = 20.0 g/ha
Effect of nitrogen at I1 level of irrigation = 40.0 - 20.0 = 20.0 g/ha
Effect of irrigation at No level of nitrogen = 20.0 - 10.0 = 10.0 g/ha
Effect of irrigation at N1 level of nitrogen = 40.0 - 30.0 = 10.0 g/ha

As effect of nitrogen (irrigation) is same at all the levels of irrigation (nitrogen) hence,
there is no interaction between nitrogen and irrigation. Consider the results of another
trial designed to measure the effects of nitrogen and irrigation, both alone and in
combinations when applied to rice crop. The yield of rice crop in g/ha is given as

Rice yield in g/ha

Nitrogen — 0 kg N/ha 60 kg N/ha Mean
Irrigation ¥ (No) (N1)
5cm No lo 10.0 | Nzlo 30.0 20.0
irrigation (lo)
10 cm No 1 20.0 | N1l 50.0 35.0
irrigation ( 11)
Mean 15.0 40.0

Effect of nitrogen at lo level of irrigation = 30.0 - 10.0 = 20.0 g/ha
Effect of nitrogen at I1 level of irrigation = 50.0 - 20.0 = 30.0 g/ha
Effect of irrigation at No level of nitrogen = 20.0 - 10.0 = 10.0 g/ha
Effect of irrigation at N1 level of nitrogen = 50.0 - 30.0 = 20.0 g/ha

As effect of nitrogen (irrigation) is not same at all the levels of irrigation (nitrogen) hence,
nitrogen and irrigation are interacting.

These effects as explained above are called as simple effects of the factors and average of
these simple effects is called main effect of the factor. Thus,

Main effect of Nitrogen = L;SOO =25.0g/ha

Main effect of Irrigation = M =15.0 g/ha

Interaction of Irrigation and Nitrogen is the difference between simple effects, e.g., simple
effect of Irrigation at N1 level of Nitrogen minus the simple effect of Irrigation at No level
of Nitrogen = 20.0 - 10.0 = 10.0 g/ha. It may also be defined as the simple effect of
Nitrogen at 11 level of Irrigation minus the simple effect of Nitrogen at lo level of
Irrigation = 30.0 - 20.0 = 10.0 g/ha.

If interactions exist, which is generally true, the experiments should be planned in such a
way that these can be estimated and tested. It is now clear that it is not possible to
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estimate interactions from the experiments in which levels of only one factor are studied at
atime. For this purpose, we must use multi-level, multi-factor experiments.

2. What are factorial experiments?

Definition: A treatment arrangement in which the treatments consist of all combination of
all levels of two or more factors. It is just an arrangement of treatments, not a design. One
can use this approach with a variety of designs.

Also factorial experiments can be defined as experiments in which the effects (main
effects and interactions) of more than one factor are studied together. In general if there
are n factors, say, Fi, F2, ..., Fn and the i factor has si levels, i=1,...,n , then the total

n
number of treatment combinations is 1_[5i . Factorial experiments are of two types.
i=1
1. Symmetrical Factorial Experiments: In these experiments the number of levels of all
factors issame i.e,s, =S Vi=1,--,n.

2. Asymmetrical Factorial Experiments: In these experiments the number of levels of
all the factors are not same i.e. there are at least two factors for which the number of
levels s,'s are different.

Factorial experiments have many advantages over single factor experiments.
Advantages:

More precision on each factor than with single factor experiments due to hidden
replications.

Provide an opportunity to study not only the individual effects of the factors but
also their interactions.

Good for exploratory work where we wish to find most important factor or the
optimal level of factor or combination of levels of more than one factor.

These experiments have the further advantage of economizing the experimental
resources. When the experiments are conducted factor by factor a large number of
experimental units are required for getting the same precision of estimation as one
would have got when all the factors are experimented together in the same
experiment, i.e., factorial experiment. There is thus a considerable amount of
saving of resources. Moreover, factorial experiments also enable us to study
interactions which the experiments conducted factor by factor do not allow us to
study.

Disadvantages:

YV VWV VYV V¥V

> This approach is more complex than that of single factor experiments
> With a number of factors each at several levels, the experiment can become very
large.

2.1  Symmetrical factorial experiments
The simplest symmetrical factorial experiments are 2" factorial experiments in which all
the n factors have 2 levels each. Consider the 2°factorial experiment with 2 factors say A
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and B each at two levels, say 0 and 1. There will be 4 treatment combinations that can be
written as

00 = aoho = (1); AandB both at first levels

10 = arho = a; Aatsecond level and B at first level
01 = aob: = b; Aatfirstlevel and B at second level
11 = airb: = ab; AandB both at second level.

We denote the treatment combinations by small letters (1), a, b, ab indicating the presence
of low or high level of the factor and treatment totals by [1], [a], [b], [ab]. The following
table gives the responses due to Factor A and Factor B.

FactorA— aoor aior Response
Factor BV 0 1 due to A
bo or [1] or [a] or [a] - [1]or
0 [a0 bo] [a1 bo] [a1 bo] - [ao bo ]
b1 or [b] or [ab] or [ab] - [b] or
1 [a0 b1] [aibi] [ai1b1] - [a0 b1]
Response [b] - [1] or [ab] - [a] or
Due to B [a0 bi1] - [ao bo] | [a@ibi]- [@1 bo]

The responses [a] - [1] and [ab] - [b] are called simple effects of the factor A at 0 and 1
levels, respectively of the factor B. If the factors A and B are independent, the responses
[a] - [1] and [ab] - [b], both provide the estimate of the response due to A (except for the
experimental error). The average of these two simple effects is known as Main Effect of
factor A. Thus the main effect of factor A is

A :%{[albl] - [aob1] +[aibo ]- [aocbo]} or A = % {[ab] - [b] + [a] - [1]} Q)

This is simplified by writing it in the form A = % (@ - 1)(b + 1), where the right hand

side is to be expanded algebraically and then the treatment combinations are to be replaced
by corresponding treatment totals. From (1) we find that A is a linear function of the four

. - : . 1
treatments totals with the sum of the coefficients of the linear function equal to zero (E-

1 11 . . . .
5 +§ 5 =0). Such a linear function among the treatment totals with sum of coefficients

equal to zero is called a contrast (or a comparison) of the treatment totals. Similarly the
main effect of factor B is

B :%{[albl] + [aob1] ~[asbe]- [ache]} or B = % {[ab] + [b] - [a] - (1} )

This is simplified by writing it in the form B = % (a + 1)(b - 1) where the right hand side

is to be expanded algebraically and then the treatment combinations are to be replaced by
corresponding treatment totals. From (2), we find that B is a linear function of the four

. - . . 1
treatments totals with the sum of the coefficients of the linear function equal to zero (E +

57575 = 0), hence a contrast.
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Consider now the difference of two simple effects of A

={[ab] - [b] - [a] +[1]} (3)

Had the two factors been independent, then (3) would be zero. If not then this provides an
estimate of interdependence of the two factors and it is called the interaction between A
and B. The interaction between A and B is defined as

AB = % @-1)(b-1)

where the expression on the right hand side is to be expanded algebraically and then the
treatment combinations are to be replaced by the corresponding treatment totals. It is easy
to verify that AB is a contrast of the treatment totals. The coefficients of the contrasts A
and AB are such that the sum of the products of the corresponding coefficients of the

contrasts A and AB is equal to zero i.e. (%) (%) + ( -%) ( -%) + (%) (-%) + (-%) (%)

= 0. Thus the contrasts A and AB are orthogonal contrasts. It is easy to verify that the
interaction of the factor B with factor A, i.e., BA is the same as the interaction AB and
hence the interaction does not depend on the order of the factors. It is also easy to verify
that the main effect B is orthogonal to both A and AB.

The above three orthogonal contrasts defining the main effects and interaction can be
easily obtained from the following table, which gives the signs with which to combine the
treatment totals and also the divisor for obtaining the corresponding sum of squares. Main
effects and interactions are expressed in terms of individual treatment totals.

Treatment Totals— | [1] [a] | [b] | [ab] | Divisor
Factorial Effecty

M + + + + 4r
A - + - + 4r
B - - + + 4r
AB + - - + Ar

Here r denotes the replication number. The rule to write down the signs of the main effect
is to give a plus sign to the treatment combinations containing the corresponding small
letter and a minus sign where the corresponding small letter is absent. The signs of
interaction are obtained by multiplying the corresponding signs of the two main effects.
The first line gives the general mean

M = % {[ab] + [a] + [b]+ [1]}

Consider now the 2° factorial experiment with 3 factors A, B, and C each at two levels,
say 0 and 1. The 8 treatment combinations are written as

000 =aohoco =(1); A, B and C, all three at first level

100 =aibhoco =a; A at second level and B and C at first level

010 =aobico =b; A and C both at first level and B at second level
110 =aibico = ab; A and B both at second level and C at first level
001 =aohboc1 =c ; A and B both at first level and C at second level.
101 =aibhoc1 =ac; A and C both at second level and B at first level
011 =aobic1 =bc; A at first level and B and C both at second level
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111  =ai1bica = abc; A, Band C, all three at second level

In a three factor experiment there are 3 main effects A, B, and C; 3 first order or two factor
interactions AB, AC, and BC; and one second order or three factor interaction ABC. The
main effects and interactions may be written as

A:%(a—l)(b +1)(c+1), B =%(a+1)(b—l)(c+1), C= %(a+l)(b+1)(c—1)
AB :%(a—l)(b—l)(c+1), AC :%(a—l)(b+1)(c—1), BC =%(a+1)(b—1)(c—1)

ABC = %(a _1)(b-1)(c-1).

These main effects and interactions are mutually orthogonal as may be verified from the
following table of signs:

Treatment
Totals— | [1] | [a] | [b] | [ab] | [c] | [ac] | [bc] | [abc] | Divisor

Factorial Effecty
M + + + + + + + + 8r
A - + - + - + - + 8r
B - - + + - - + + 8r
AB + - - + + - - + 8r
C - - - - + + + + 8r
AC + - + - - + - + 8r
BC + + - - - - + + 8r
ABC - + + - + - - + 8r

The rule for obtaining the signs of main effects and two factor interactions is the same as
that stated for a 22 experiment. The signs of ABC may be obtained by multiplying the
signs of AB and C or AC and B or BCand A or A, B and C.

Incidentally, it may be remarked that the method of representing the main effects and
interactions, which is due to Yates, is very useful and quite straightforward. For example,
if the design is 24 then

A=2i3(a—1)(b+1)(c +1)(d +1),ABzzig(a—l)(b—l)(c+1)(d +1),

ABC = 2% (a—1)(b-1)(c—-1)(d +1), and ABCD = 2i3 (a—1)(b-1)(c-1)(d -1)

By this rule the main effect or interaction of any design of the series 2" can be written out
directly without first obtaining the simple effects and then expressing the main effects or
interactions. For example,

A:i(a—l)(b +1)(c+2)(d +1)(e+1) ..., AB= i(a—l)(b—l)(c +1)(d +D(e+1) ...,
2n—1 2n—1

ABC = i(a—l)(b—l)(c—l)(d +1)(e+1) ...,
2n—1

and ABCD = Ll(a—l)(b—l)(c—l)(d ~1(e+) ....
2"~
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In case of a 2" factorial experiment, there will be 2" (=v) treatment combinations. We shall

) ny .. ) ) n
have n main effects; [2} first order or two factor interactions; (3] second order or three
. . n . . ] n
factor interactions; (4} third order or four factor interactions and so on, [ J (r-1)™ order
r

. . n . . .
or r factor interactions and ( j (n-1)'" order or n factor interaction. Using these v
n

treatment combinations, the experiment may be laid out using any of the suitable
experimental designs viz. completely randomized design or block designs or row-column
designs, etc.

2.1.1 Steps of Analysis:

Step 1: Obtain the sum of squares (S.S.) due to treatments, S.S. due to replications (in case
randomized block design is used), S.S. due to rows and columns (in case a row-column
design is used), total S.S. and S.S. due to error as per established procedures. In case a
completely randomized design is used, there will be no S.S. due to replications.

Step 2: In order to study the main effects and interactions, the treatment sum of squares is
divided into different components viz. main effects and interactions each with single d.f.
We can obtain the S.S. due to these factorial effects by dividing the squares of the factorial
effect totals by r.2".

Step 3: Obtain mean squares (M.S.) by dividing each S.S. by corresponding respective
degrees of freedom.

Step 4: After obtaining the different S.S., the usual ANOVA table is prepared and the
different effects are tested against error mean square and conclusions drawn.

Step 5: Obtain the standard errors (S.E.) for difference of means for all levels of single
factor averaged over levels of all other factors and means for all level combinations of two
factors averaged over levels of all other factors, using the following expressions.

S.E estimate of difference between means for all levels of single factor averaged over

levels of all other factors = 2MSE
r.2n—1
S.E estimate of difference between means for all level combinations of two factors
2MSE
averaged over levels of all other factors = nS 5
r.2"

In general, S.E. estimate for testing the difference between means for all level
combinations of p- factors averaged over levels of all other factors

= 2MSE Vv p=1,2,..,n.
r.2" P

The critical differences are obtained by multiplying the S.E. estimate by the student’s t
value at a% level of significance and at error d.f.
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Please note that when we say the critical difference for a factorial main effect, we actually
mean to say that the critical difference for testing the pairwise difference between levels of
that factor averaged over levels of other factors. Similarly, the critical difference for the
interaction effect involving p factors means that the critical difference for testing the
pairwise difference between the treatment combinations of levels of those factors averaged
over levels of other factors.

The ANOVA for a 2" factorial experiment with r replications conducted using a
randomized complete block design will be

ANOVA
Source of Degrees of S.S. M.S. F-calculated
variation freedom
Replications r-1 SSR MSR = SSR/(r-1) MSR/MSE
Treatments 2"-1 SST MST = SST/(2"—1) | MST/MSE
A 1 SSA = [A]?/r2" MSA = SSA MSA/MSE
B 1 SSB = [B]?/r2" MSB = SSB MSB/MSE
AB 1 SSAB=[AB]?/r2" MSAB = SSAB MSAB/MSE
C 1 SSC = [C]?/r2" MSC = SSC MSC/MSE
AC 1 SSAC=[AB]%/r2" MSAC = SSAC MSAC/MSE
Error (r-1)(2"-1) SSE MSE =
SSE/(r—1)(2"-1)
Total r.2"-1 TSS

Example 1: Analyze the data of a 2° Factorial Experiment conducted using a RCBD with
three replications. The three factors are the fertilizers viz, Nitrogen (N), Phosphorus (P)
and Potassium (K). The purpose of the experiment is to determine the effect of different
kinds of fertilizers on potato crop yield. The yields under 8 treatment combinations for
each of the three randomized blocks are given below:

Block-I
npk Q) k np p n nk Pk
450 101 265 373 312 106 291 391
Block-11
p nk k np @ npk pk N
324 306 272 338 106 449 407 89
Block-111
p npk nk (1) n k pk Np
323 471 334 87 128 279 423 324

Analysis:
Step 1: To find the sum of squares due to blocks (replications), due to treatments and total
S.S., arrange the data in the following table

Blocks{ Treatment Combinations— Total
1) n p np k nk pk npk
B:1 101 106 312 373 265 291 391 450 2289 (By)
B2 106 89 324 338 272 306 407 449 2291 (B2)
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Bs 87 128 323 324 279 334 423 471 2369 (Bs)
Total 294 323 959 1035 816 931 1221 1370 6949 (G)
(T) (T2) (Ts) (Ta) (Ts) (Te) (T7) (Ts)

Grand Total, G = 6949; Number of observations (n) =24 = (r.2")

2 2
Correction Factor (C.F.) = G = (69;;19) = 2012025.042
n
Total S.S. (TSS) = (1012-+1062+... +4492+4712) - C.F.
= 352843.958
r g2
Block (Replication) S.S. (SSR) = > —3-—C.F
22’
_ [(2289) + (2201)% + (2369)?] -
5 .
=520.333

\Y T2
Treatment S.S. (SST) = > ——-C.F
~
i=1
_(294)% + (323)%+(959)° + (1035)? + (816)7 + (931)° + (1221)° + (1370)?
3

—2012025.042 = 348651.2913

~CF
_ 7082029

Error S.S. (SSE) =Total S.S. - Block S.S. - Treatment S.S.

=352843.958 - 520.333 - 348651.2913 = 3672.3337
Step 2: Calculation of main effect totals and interactions totals is made by using the
following contrasts

N = [npK]- [pk] +[nk] - [K] +[np] - [p]+[n]- [1] = 369
P = [npk]+ [pK] - [nK] - [K] +[np] +[p] -[n]- [1] = 2221
K= [npk]+ [pk] +[nk] +[K] - [np] - [p] -[n]- [1] = 1727
NP = [npk] - [pk] - [nk] +[K] +[np] - [p] -[n]+[1] = 81
NK = [npK] - [pk] +[nK] - [k] - [np]+ [p] -[n]+[1] = 159
PK = [npk]+ [pk] - [nk] - [K] - [np]- [p]+[n]+[1] = -533
NPK = [npK] - [pk] - [nk] +[k] - [np]+ [p]+[n]- [1] =-13

We now obtain factorial effects (main effects and interactions) and S.S. due to factorial
effects
Factorial effect Total

r2"1(=12)
(Factorial effect Total )
r.2" (= 24)

Factorial effects =

Factorial effect SS =

Factorial Effects:
N = 30.75, P = 185.083, K = 143.917, NP = 6.75, NK = 13.25, PK = -44.417, NPK = -
1.083

SS due to Factorial effects
SS due to N =5673.375; SS due to P = 205535.042
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SS due to K =124272.0417; SS due to NP = 273.375
SS due to NK = 1053.375;  SS due to PK = 11837.0417
SS due to NPK = 7.04166.

Step 3: We now obtain M.S. by dividing S.S. ’s by respective d.f.
Step 4: Construct ANOVA table as given below:

ANOVA
Source of Degrees of Sum of Squares Mean Squares  Variance Ratio F
Variation Freedom (d.f) (S.9) (M.S)
Replications r-1=2 520.333 260.167 0.9918
Treatments  23-1=7 348651.291 49807.3273 189.8797*
N (s-1)=1 5673.375 5673.375 21.6285*
P 1 205535.042 205535.042 783.5582*
K 1 124272.042 124272.042 473.7606*
NP 1 273.375 273.375 1.0422
NK 1 1053.375 1053.375 4.0158
PK 1 11837.041 11837.041 45.1262*
NPK 1 7.0412 7.0412 0.02684
Error (r-1) (2"-1)=14 3672.337 262.3098
Total r.2"-1=23 352843.958

(* indicates significance at 5% level of significance).

Step 5: S.E estimate of difference between means of levels of single factor averaged over

levels of all other factors = MiE =6.612
r.2"
S.E estimate of difference between means for all level combinations of two factors
MSE

=9.351.

averaged over levels of all other factors = .
r2"

to.os at 14 d.f. =2.145. Accordingly critical differences (C.D.) can be calculated.

2.2 Experiments with factors each at three levels

When factors are taken at three levels instead of two, the scope of an experiment increases.
It becomes more informative. A study to investigate if the change is linear or quadratic is
possible when the factors are at three levels. The more the number of levels the better, yet
the number of the levels of the factors cannot be increased too much as the size of the
experiment increases too rapidly with them. Let us begin with two factors A and B, each at
three levels say 0, 1 and 2 (32-factorial experiment). The treatment combinations are

00 =aobo = (1) ; A and B both at first levels

10 =—aibo =a ; A is at second level and B is at first level
20 =adbo =a® ; A is at third level and B is at first level
01 =aob1 =b ; Ais at first level and B is at second level
11 =aib1 =ab ; A and B both at second level

21 =ab1 =a%h ; Ais at third level and B is at second level
02 =aob2 =b> ; A'is at first level and B is at third level
12 =aib2 =ab? ; A'is at second level and B is at third level
22 = azb2 = a%h? ; A and B both at third level
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Any standard design can be adopted for the experiment. The main effects A, B can
respectively be divided into linear and quadratic components each with 1 d.f. as AL, Ag, BL
and Bq. Accordingly AB can be partitioned into four components as ALBL, ALBg, AgBL,
AgBg, each with one df. The coefficients of the treatment combinations to obtain the
above effects are given as

Treatment

totals— | [1] | [a] | [2°] | [b] |[ab] | [a%h] | [b?] [ab?] | [a%h?] | Divisor
Factorial
effectsy
M +1 | +1 |+1 |+1 |+1 +1 +1 +1 +1 9r=rx32
AL -1 0 +1 |[-1 0 +1 -1 0 +1 6r=rx2x 3
Ao +1 (-2 [+1 |[+1 |-2 +1 +1 -2 +1 18r=6x3
BL -1 -1 -1 0 0 0 +1 +1 +1 6r=rx2x3
AL BL +1 [0 -1 0 0 0 -1 0 +1 4r=rx2x2
Aq BL -1 +2 | -1 0 0 0 +1 -2 +1 12r=rx6x2
Bo +1 [+1 [+1 |-2 -2 -2 +1 +1 +1 18r=rx3x6
AL Bg -1 0 +1 [+2 |0 -2 -1 0 +1 12r=rx2x6
Ao Bo +1 (-2 [+1 |-2 +4 -2 +1 -2 +1 36r=rx6x6

The rule to write down the coefficients of the linear (quadratic) main effects is to give a
coefficient as +1 (+1) to those treatment combinations containing the third level of the
corresponding factor, coefficient as 0(-2) to the treatment combinations containing the
second level of the corresponding factor and coefficient as -1(+1) to those treatment
combinations containing the first level of the corresponding factor. The coefficients of the
treatment combinations for two factor interactions are obtained by multiplying the
corresponding coefficients of two main effects. The various factorial effect totals are
given as

[Al] =+1[a?h?]+0[ab?] -1[b?]+1[a%b]+0[ab] -1[b]+1[a?]+0[a] -1[1]

[Ao] =+1[a%h?] -2[ab?]+1[b?]+1[a%b] -2[ab]+1[b]+1[a?] -2[a]+1[1]

[B] =+1[a%h?]+1[ab?]+1[b?]+0[a%h]+0[ab]+0[b] -1[a?] -1[a] -1[1]

[ALBL] =+1[a?b?]+0[ab?] -1[b?]+0[a?bh]+0[ab]+0[b] -1[a?]+0[a] -1[1]

[AqBL] =+1[a%h?] -2[ab?]+1[b?]+0[a%b]+0[ab]+0[b] -1[a?]+2[a] -1[1]

[Bo] =+1[a%b?]+1[ab?]+1[b?] -2[a%b] -2[ab] -2[b] -1[a?] -1[a] -1[1]

[ALBq] =+1[a%h?]+0[ab?] -1[b?] -2[a%b]+0[ab]+2[b]+1[a?]+0[a] -1[1]
[AoBo]=+1[a%b?] -2[ab?]+1[b?] -2[a?b]+4[ab] -2[b]+1[a?] -2[a]+1[1]

The sum of squares due to various factorial effects is given by

S T ) S L1 S LN
r.2.3 r.3.2 r.2.2
SSAQBL = [AQBL]Z; SSBo= [ Q]Z :SSALBg = _ ne Q]Z, SSAQBo = _ o8 Q]Z,
r.6. r2.6 r.6.6

If a randomized complete block design is used with r-replications then the outline of
analysis of variance is

ANOVA
Source of Variation D.F. S.S. M.S.
Replications r-1 SSR MSR=SSR/(r-1)
Treatments 32-1=8 SST MST=SST/8
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A 2 SSA MSA=SSA/2
AL 1 SSAL MSAL= SSAL

Ao 1 SSAQ MSA@=SSAq

B 2 SSB MSB=SSB/2
BL 1 SSBL MSBL= SSBL
Bo 1 SSBq MSBo=SSBq

AB 4 SSAB MSAB=SSAB/2

ALBL 1 SSALBL MSALBL=SSALBL
AgBL 1 SSAQBL MSAQBL=SSAqBL
ALBo 1 SSALBg MSALBo=SSALBg
AoBo 1 SSAoBg MSAoBo=SSAoBg

Error (r-1)(3?-1) SSE MSE=SSE/8(r-1)

=8(r-1)
Total r.3>-1=9r-1 TSS

In general, for n factors each at 3 levels, the sum of squares due to any linear (quadratic)
main effect is obtained by dividing the square of the linear (quadratic) main effect total by
r.2.3"1(r.6.3™1). Sum of squares due to a p-factor interaction is given by taking the square
of the total of the particular interaction component divided by r.(a1 a2 ...ap).3"P, where au,
az, ..., ap are taken as 2 or 6 depending upon whether the effect of a particular factor is
linear or quadratic.

Example 2: A 32 experiment was conducted to study the effects of the two factors, viz.,
Nitrogen (N) and Phosphorus (P) each at three levels 0,1,2 on sugar beets. Two
replications of nine plots each were used. The table shows the plan and the percentage of
sugar (approximated to nearest whole number).
Plan and percentage of sugar of a 32 experiment

Replication  Treatment 9% of sugar Replication  Treatment % of sugar
N P N P
I 0 1 14 I 1 2 20

2 0 15 1 0 19
0 0 16 1 1 17
2 1 15 0 0 18
0 2 16 2 1 19
1 2 18 0 1 16
1 1 17 0 2 16
1 0 19 2 2 19
2 2 17 2 0 16

Analyze the data.

Analysis:

Step 1: In order to obtain the sum of squares due to replications, due to treatments and
total sum of squares arrange the data in a Replication x Treatment combinations table as

follows:
Treatment Combinations Total
Repl. 1 n n2 p np n’p p2 np?> n?p?
00 10 20 01 11 21 02 12 22
1 16 19 15 14 17 15 16 18 17 147 (Rw)
2 18 19 16 16 17 19 16 20 19 160 (R2)
Total 34 38 31 30 34 34 32 38 36 307 (G)
() (@)  ([T3) ([T (T5) (To) (T7)  (Te) (To)
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Grand Total = 307, Number of observations (n) = r.3% =18.

Correction Factor (C.F.)= % = 5236.0556
Total S.S. (TSS) = 16%+18%+...+172+192- 5236.0556 = 48.9444
Replication SS (SSR) R +R, 2 _CF.

_ 1477 +160°

—5236.0556 =9.3888

Sum(treatment totals)

Treatment SS (SST) = -C.F.

_34°+38%+...+38° +36°

2
Error SS = Total SS - Replication SS - Treatment SS =7.1112
Step 2: Obtain various factorial effects totals
[N =+1[n’p’]+0[np’] -1[p?]+1[n*p]+O0[np] -1[p]+1[n’]+O[n] -1[1]=5
[Nol ~=+1[n°p?] -2[np?]+1[p?]+1[n°p] -2[np]+1[p]+1[n’] -2[n]+1[1]= -23
[P =+1[n*p’]+1[np’]+1[p°]+0[n°p]+0[np]+O0[p] -1[n?] -1[n] -1[1]=3
[NLPL] =+1[n*p?]+0[np?] -1[p?]+0[n*p]+0[np]+0[p] -1[n’]+O0[n]+1[1]=7
[NoPu] =+1[n?*p?] -2[np?]+1[p?]+0[n*p]+0[np]+O[p] -1[n’]+2[n] -1[1]=3
[Po]l =+1[n°p?]+1[np’]+1[p?] -2[n°p] -2[np] -2[p] +1[n°] +1[n] +1[1]= 13
[NLPo]=+1[n?*p?]+0[np’] -1[p?] -2[n*p]+0[np]+2[p]+1[n’]+0[n] -1[1]= -7
[NoPol=+1[n’p’] -2[np?]+1[p?] -2[n*p]+4[np] -2[p]+1[n°] -2[n]+1[1]= -11

—5236.0556 = 32.4444

Step 3: Obtain the sum of squares due to various factorial effects

2 2 Com2
ssny = VLI 2 5% 5 ogas. SSNg [ of _ B 14 6044
23 12 63 36
2 2 2 2
P N, P
SSPL = P _3* =0.7500; SSNLPL = NPT 7% =6.1250:
r32 12 22 8
2 2
NgP 2 P 2
SSNoPL = M=3—=o.375; SSPo= o _18% 46044
62 24 36 36
NoPo P (_11)2
SSNLPg = [ NLP Q] _ 7) _20417;  SSNoPo = NoPo] _ D7 6g0s:

r.6.6 72

Step 4: Construct the ANOVA table as given above and test the significance of the various
factorial effects:

ANOVA
Source of Variation  D.F. S.S. M.S. F
Replications 1 9.3888 9.3888 10.5623*
Treatments 8 32.4444 4.0555 4.5624*
N 2 16.7774 8.3887 9.4371*
NL 1 2.0833 2.0833 2.3437
No 1 14.6944 14.6944 16.5310*
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P 2 5.4444 2.7222 3.0624
PL 1 0.7500 0.7500 0.8437
Pq 1 4.6944 4.6944 5.2811
NP 4 10.2223 2.5556 2.875
NLPL 1 6.1250 6.1250 6.8905*
NqPL 1 0.3750 0.3750 0.4219
NLPq 1 2.0417 2.0417 2.2968
NqPq 1 1.6806 1.6806 1.8906
Error 8 7.1112 0.8889
Total 17 48.9444

(* indicates the significance at 5% level of significance)
2.3 Yates Algorithm
We now describe below a general procedure of computing the factorial effects:

Step 1: Write the treatment combinations in the lexicographic order, i.e., first vary the
levels of the first factor from O to s1- 1 by keeping fixed the levels of other n — 1 factors at
level 0. Then vary the levels of the second factor from 1 to s2-1 levels in each of the first
s1 treatment combinations by keeping the levels of factors 3 to n factors at O levels so as to
get sixs2 treatment combinations; then vary the levels of the third factor from 1 to ss- 1 by
keeping the levels of factors 4 to n at O levels in the earlier sixs2 treatment combinations

n
and repeat the process till you get all the l_lsi treatment combinations. For example, if
i=1
there are three factors, first factor at 3 levels, second factor at 4 levels and third factor at 5
levels. Then 3x4x5 = 60 treatment combinations are:

000, 100, 200, 010, 110, 210, 020, 120, 220, 030, 130, 230, 001, 101, 201, 011, 111, 211,
021, 121, 221, 031, 131, 231, 002, 102, 202, 012, 112, 212, 022, 122, 222, 032, 132, 232,
003, 103, 203, 013, 113, 213, 023, 123, 223, 033, 133, 233, 004, 104, 204, 014, 114, 214,
024,124, 224, 034, 134, 234.

Write all these treatment combinations in the first column and in the second column write
the corresponding treatment totals.

Step 2: Divide the observations in the second column in groups such that each group has
s1 observations. Then we add the observations in each of these si groups in the third
column, then we repeat the process of linear component of the main effect of the first
factor with these groups and append the third column, repeat the process for quadratic
effects and so on till the polynomial upto the order of s1-1. For example, if the factor is at
two levels, then we make the groups of two observations each, and first half of the third
column is filled with sum of observations in these groups and second half with the
differences of the second observation and the first observation in each group. If the factor
is at three levels, we make the groups of three observations each, and one third column is
filled with the sum of observations in these groups, next one third by using the linear
component, say -1, 0, 1, i.e., by taking the difference of the third observation and first
observation in each group and rest one third is filled by using the quadratic component 1, -
2, 1, i.e., by adding the first and third observation in each group and subtracting the twice
of the second observation from this sum. If the factor is at four levels, we make the
groups of four observations each, the first quarter of the next column is filled by sum of
these observations in each of the groups, next quarter is filled by using the linear
component -3, -1, 1, 3, i.e.,, by adding the third observation and 3 times the fourth
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observation from each group and then subtracting the sum of second observation and three
times the first observation from this sum. Next quarter is filled using the quadratic
component 1, -1, -1, 1, i.e. first observation minus second observation minus third
observation plus fourth observation of each of the groups and last quarter is filled by using
the cubic component say -1, 3, -3, 1, i.e. [(first observation) + 3 (second observation) -
3(third observation) + fourth observation] from each group, and so on.

In the third column, divide the observations into groups such that each group contains sz
observations and then use these groups to obtain the fourth column as in second column.
In the fourth column divide the observations into groups of ss observations each and so on.
Repeat the process for all the n factors.

If all the factors are at same levels, then perform same operation on all the n columns.

For illustration, the various factorial effect totals in the Example 2, where each of the three
factors is at 2 levels each, can be obtained as follows:

Treatment Treatment Operationas  Operation as per  Operation as
combinations totals per first factor second factor per third

1) 2) 3) 4 factor (5)

000 (1) 294 =| 617=I+l11 2611 6949=G
100 n 323=l1 1994=I11+1V 4338 369=[N]
010 p 959=I11 1747=V+VI 105 2221=[P]
110 np 1035=IV ~ 2591=VII+VII 264 81=[NP]
001 k 816=V 29=1I-1 1377 1727=[K]
101 nk 931=VI 76=IV-I1l 844 159=[NK]
011 pk 1221=VII 115=VI-V 47 -533=[PK]
111 npk 1370=VII 149=VII1I-VII 34 -13=[NPK]

For Example 2, the various factorial effects totals can be obtained as given in the

following table

Treatment Treatment Operation as per | Operation as per
combinations totals first factor second factor
@) ) (3) (4)

00 (1) 34=I 103=I+11+I111 307=G
10 (n) 38=ll 98=IV+V+VI 5=NL
20 (n?) 31=lI11 106=VII+VIII+IX -23=Ng
01 (p) 30=IV -3=l11-1 3=PL
11 (np) 34=V 4=VI-1V 7=NLPL
21 (n?%p) 34=VI 4=IX-VII 3=NoPL
02 (p?) 32=VII -11=H1-211+1 13=Pq
12 (np? 38=VIlI -4=VI-2V+IV -7=NLPq
22  (n%p?) 36=IX -8=I1X-2VIII+VII -11=NqPq

Remark: The analysis demonstrated so far is computationally feasible for the situation
when large number of factors is experimented with smaller number of levels. However,
usual tabular method of analysis can be employed for the situations when there are few
factors with more number of levels.
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3. Confounding in Factorial Experiments

When the number of factors and/or levels of the factors increase, the number of treatment
combinations increase very rapidly and it is not possible to accommodate all these
treatment combinations in a single homogeneous block. For example, a 2° factorial would
have 32 treatment combinations and blocks of 32 plots are quite big to ensure
homogeneity within them. In such a situation it is desirable to form blocks of size smaller
than the total number of treatment combinations (incomplete blocks) and, therefore, have
more than one block per replication. The treatment combinations are then allotted
randomly to the blocks within the replication and the total number of treatment
combinations is grouped into as many groups as the number of blocks per replication.

A consequence of such an arrangement is that the block contrasts become identical to
some of the interaction component contrasts. For example, consider a 2* factorial
experiment to be conducted in two blocks of size 8 each per replication. The two blocks
in a single replication are the following:

Block - 1 Block - 11
treatment combination treatment combination
ABCD ABCD
0000 (D 1000 a
1100 ab 01006HDb
1010 ac 0010c
1001 ad 0001d
0110 be 1110 abc
0101 bd 1101 abd
0011cd 1011 acd
1111 abcd 0111 bced

It may easily be verified that the block contrast is identical with the contrast for the
interaction ABCD, i.e.,, 0000+1100+1010+1001+0110+0101+0011+1111-1000-0100-
0010-0001-1110-1101-1011-0111. Thus, the interaction ABCD gets confounded with
block effects and it is not possible to separate out the two effects.

Evidently the interaction confounded has been lost but the other interactions and main
effects can now be estimated with better precision because of reduced block size. This
device of reducing the block size by taking one or more interactions contrasts identical
with block contrasts is known as confounding. Preferably only higher order interactions
with three or more factors are confounded, because these interactions are less important to
the experimenter. As an experimenter is generally interested in main effects and two factor
interactions, these should not be confounded as far as possible. The designs for such
confounded factorials are incomplete block designs. However usual incomplete block
designs for single factor experiments cannot be adopted, as the contrasts of interest in two
kinds of experiments are different. The treatment groups are first allocated at random to
the different blocks. The treatments allotted to a block are then distributed at random to its
different units.

When there are two or more replications in the design and if the same set of interaction
components is confounded in all the replications, then confounding is called complete and
if different sets of interactions are confounded in different replications, confounding is
called partial. In complete confounding all the information on confounded interactions is
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lost. However, in partial confounding, the information on confounded interactions can be
recovered from those replications in which these are not confounded.

Advantages of Confounding

e It reduces the experimental error considerably by stratifying the experimental material
into homogeneous subsets or subgroups. The removal of the variation among
incomplete blocks (freed from treatments) within replications results in smaller error
mean square as compared with a RCB design, thus making the comparisons among
some treatment effects more precise.

Disadvantages of Confounding

¢ In the confounding scheme, the increased precision is obtained at the cost of sacrifice
of information (partial or complete) on certain relatively unimportant interactions.

e The confounded contrasts are replicated fewer times than are the other contrasts and as
such there is loss of information on them and these can be estimated with a lower
degree of precision as the number of replications for them is reduced.

e An indiscriminate use of confounding may result in complete or partial loss of
information on the contrasts or comparisons of greatest importance. As such the
experimenter should confound only those treatment combinations or contrasts that are
of relatively less or of no importance at all.

e The algebraic calculations are usually more difficult and the statistical analysis is
complex, especially when some of the units (observations) are missing. In this
package, the attempt has been made to ease this problem.

3.1 Confounding in 22 Experiment
To make the exposition simple, we consider a small factorial experiment 23, Let the three
factors be A, B, C each at two levels.

Effects— A B C AB AC BC ABC
Treat.
Combinations{
1) - - - + + + .
@) + - - - - + +
(b) - + - - + ; ]
(ab) + + - + - - -
(© - - + + - . +
(ac) + - + - + - -
(bc) - + + - . + -
(abc) + + + + + + +

The various effects are given by

A =(abc) + (ac) + (ab) + (a) - (bc) - (c) - (b) - (1)

B = (abc) + (bc) + (ab) + (b) - (ac) - (¢) - (a) - (1)

C  =(abc) + (bc) + (ac) + (c) - (ab) - (b) - (a) - (1)

AB =(abc) + (c) + (ab) + (1) - (bc) - (ac) - (b) - (a)

AC = (abc) + (ac) + (b) + (1) - (bc) - (c) - (ab) - (a)

BC =(abc) +(bc) +(a) +(1)-(ac)-(c)- (ab) - (b)

ABC = (abc) + (c) +(b) +(a) - (bc) - (ac) - (ab) - (1)

Suppose that the experimenter decides to use two blocks of 4 units (plots) per replication
and that the highest order interaction ABC is confounded. Thus, in order to confound the
interaction ABC with blocks all the treatment combinations with positive sign are
allocated at random in one block and those with negative signs in the other block. Thus
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the following arrangement gives ABC confounded with blocks and hence the entire
information is lost on ABC in this replication.
Replication |
Block 1: 1) (@ab) (ac) (bc)
Block 2 : @ (b) (©) (abc)

We observe that the contrast estimating ABC is identical to the contrast estimating block
effects. If the same interaction ABC is confounded in all the other replications, then the
interaction is said to be completely confounded and we cannot recover any information on
the interaction ABC through such a design. For the other six factorial effects viz. A, B, C,
AB, AC, BC there are two treatment combinations with a positive sign and two treatment
combinations with a negative sign in each of the two blocks and hence these differences
are not influenced among blocks and can thus be estimated and tested as usual without any
difficulty.

Similarly if we want to confound AB, then the two blocks will consists of
Block1  (abc) (©) (ab) (1)

Block2  (bc) (ac) (b) @)

Here interaction AB is confounded with block effects whereas all other effects A, B, C,
AC, BC and ABC can be estimated orthogonally.

3.2  Partial confounding

When different interactions are confounded in different replications, the interactions are
said to be partially confounded. Consider again the 2° factorial experiment with each
replicate divided into two blocks of 4 units each. It is not necessary to confound the same
interaction in all the replications and several factorial effects may be confounded in one
single experiment. For example, the following plan confounds the interaction ABC, AB,
BC and AC in replications I, I1, 11l and IV respectively.

Rep. | Rep. 11 Rep. 111 Rep. IV
Block 1 Block2 Block3 Block 4 Block 5 Block 6 Block 7 Block 8
(abc) (ab) (abc) (ac) (abc) (ab) (abc) (ab)
(a) (ac) (c) (be) (be) (ac) (ac) (be)
(b) (bc) (ab) (a) (a) (b) (b) (a)
© (Y) 1) (b) @) (©) ) (©

In the above arrangement, the main effects A, B and C are orthogonal to block contrasts.
The interaction ABC is completely confounded with blocks in replication I, but in the
other three replications the interaction ABC is orthogonal to blocks and consequently an
estimate of ABC may be obtained from replicates Il, 111 and V. Similarly it is possible to
recover information on the other confounded interactions AB (from replications I, 111, 1V),
BC (from replications I, 1I, 1V) and AC (from replications I, I, 1Il). Since the partially
confounded interactions are estimated from only a portion of the observations, they are
determined with a lower degree of precision than the other effects.

3.3  Construction of a Confounded Factorial
Given a set of interactions confounded, the blocks of the design can be constructed and
vice-versa i.e., if the design is given the interactions confounded can be identified.
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3.4 Given a set of interactions confounded, how to obtain the blocks?

The blocks of the design pertaining to the confounded interaction can be obtained by
solving the equations obtained from confounded interaction. We illustrate this through an
example.

Example 3: Construct a design for 2° factorial experiment in 2% plots per block
confounding interactions ABD, ACE and BCDE.

Let x1, X2, X3, X4 and xs denote the levels (0 or 1) of each of the 5 factors A, B, C, D and E.
Solving the following equations would result in different blocks of the design.

For interaction ABD: X1+ X2+x4=0,1

For interaction ACE: x1+X3+Xx5=0,1

The interactions ABD and ACE are independent and BCDE is a generalized interaction.
In other words, a solution of the above two equations will also satisfy the equation
X, + X, + % +X,=0,1. Treatment combinations satisfying the following solutions of

above equations will generate the required four blocks
(0, 0) ©, 1) 1, 0) 1 1)

The solution (0, 0) will give the key block (A key block is one that contains one of the
treatment combination of factors, each at lower level).
5
There will be 2—3 = 4 blocks per replication. The key block is as obtained below
2

>
@)
W)
m

abc
abe
acd
ade
bcde
bd
ce

1)

Similarly we can write the other blocks by taking the solutions of above equations as (0, 1)
(1,0) and (1, 1).

B
1
1
0
0
1
1
0
0

OPrPOPFrPOFr o
oOokrFrRPEFPEF OO
OrOoOrPFrOoro

(el elelall N

3.5  Given a block, how to find the interactions confounded?

The first step in detecting the interactions confounded in blocking is to select the key
block. If the key block is not given, it is not difficult to obtain it. Select any treatment
combination in the given block; multiply all the treatment combinations in the block by
that treatment combination and we get the key block. From the key block we know the
number of factors as well as the block size. Let it be n and k. We know then that the given
design belongs to the 2" factorial in 2" plots per block. The next step is to search out a unit
matrix of order r. From these we can find the interaction confounded. We illustrate this
through an example.

Example 4: Given the following block, find out the interactions confounded.
(acde), (bcd), (e), (abec), (ad), (bde), (ab), (c)
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Since the given block is not the key block we first obtain the key block by multiplying
every treatment combination of the given block by e. We get the following block:
(acd), (bcde), (1), (abc), (ade), (bd), (abe), (ce)

This is the key block as it includes (1). It is obvious that the factorial experiment involves
five factors and has 2° (=8) plots per block. Hence, the given design is (2°, 23).

A B C D E
1 0 1 1 0
0 1 1 1 1
0 0 0 0 0
1 1 1 0 0
* 1 0 0 1 1
* 0 1 0 1 0
1 1 0 0 1
* 0 0 1 0 1
* indicates the rows of a unit matrix of order 3.
A B C D E
1 0 0 1(=o1) 1(=P1)

0 1 0
0 0 1

1(=a2) 0(=B2)
O(=ai3) 1(=Bs)

The interaction confounded is A®:B*:C*:D, A”B’:C*E. Here ABD and ACE are
independent interactions confounded and BCDE is obtained as the product of these two
and is known as generalized interaction.

3.6  General rule for confounding in 2" series

Let the design be (2", 2") i.e. 2" treatment combinations arranged in 2" plots per block.
Number of treatment combinations = 2", Block size = 2", Number of blocks per replication
=2n-r’

Total number of interactions confounded = 2" — 1, Number of independent interactions
confounded = n - r, Generalized interactions confounded = (2""- 1) - (n - r).

3.7  Analysis

For carrying out the statistical analysis of a (2", 2") factorial experiment in p replications,
the various factorial effects and their S.S. are estimated in the usual manner with the
modification that for completely confounded interactions neither the S.S due to
confounded interaction is computed nor it is included in the ANOVA table. The
confounded component is contained in the (p2"" - 1) d.f. due to blocks. The splitting of
the total degrees of freedom is as follows:

Source of Variation Degrees of Freedom
Replication p-1
Blocks within replication p(2"'- 1)
Treatments 2"-1)-(2""-1)
Error By subtraction
Total p2"-1
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The d.f due to treatment has been reduced by 2""-1 as this is the total d.f confounded per
block.

3.8  Partial Confounding

In case of partial confounding, we can estimate the effects confounded in one replication
from the other replications in which it is not confounded. In (2", 2" factorial experiment
with p replications, following is the splitting of d.f’s.

Source of Variation Degrees of Freedom
Replication p-1
Blocks within replication p(2"'- 1)
Treatments 2"-1
Error By subtraction
Total p2"-1

The S.S. for confounded effects are obtained from only those replications where the given
effect is not confounded. From practical point of view, the S.S. for all the effects including
the confounded effects is obtained as usual and then some adjustment factor (A.F) is
applied to the confounded effects. The adjusting factor for any confounded effect is
computed as follows:

0] Note the replication in which the given effect is confounded

(i) Note the sign of (1) in the corresponding algebraic expression of the effect to the

confounded. If the sign is positive then

A.F = [Total of the block containing (1) of replicate in which the effect is confounded] -
[Total of the block not containing (1) of the replicate in which the effect is
confounded] =T1-Ta.

If the sign is negative, then A.F =Tz - T1.

This adjusting factor will be subtracted from the factorial effects totals of the confounded
effects obtained.

Example 5: Analyze the following 2° factorial-experiment conducted in two blocks of 4
plots per replication, involving three fertilizers N, P, K, each at two levels:

Replication | Replication 11 Replication 111
Block 1 Block 2 Block 3 Block 4 Block 5 Block 6
(np) (p) (1) (np) (pk) (n)
101 88 125 115 75 53
(npk) (n) (npk) (k) (nk) (npk)
111 90 95 95 100 76
(1) (k) (nk) (pk) (1) (p)
75 115 80 90 55 65
(k) (nk) (p) (n) (np) (k)
55 75 100 80 92 82

Step 1: Identify the interactions confounded in each replication. Here, each replication has
been divided into two blocks and one effect has been confounded in each replication. The
effects confounded are

Replication | — NP; Replicate I - NK; Replicate Il - NPK
Step 2: Obtain the blocks S.S. and Total S.S.

213



Designs for Factorial Experiments

6 2
S.S. due to Blocks = Z%- C.F = 2506

i=1

Total S.5. = > (Obs)’ - C.F = 8658

Step 3: Obtain the sum of squares due to all the factorial effects other than the confounded
effects.

Treatment Total Yield Factorial Effects Sum of Squares (S.S)
Combinations = [Effect]?/ 2°.r
1) 255 G=0
n 223 [N]=48 96 =S,
p 253 [P]=158 1040.17 =S
np 308 [NP]=66 -
k 232 [K]=10 4.17=S%
nk 255 [NK]=2 -
pk 280 [PK]=-8 2.67 =S%,
npk 282 [NPK]=-108 -

Total for the interaction NP is given by
[NP] = [npk] - [pK] - [nk] + [K] + [np] - [p] - [n] + [1]

Here the sign of (1) is positive. Hence the adjusting factor (A.F) for NP, which is to be
obtained from replicate 1 is given by

AF.for NP = (101 + 111 + 75 +55) - (88 + 90 + 115+ 75)  =-26
Adjusted effect total for NP becomes, [NP*] = [NP]- (-26) =66 + 26 = 92.

It can easily be seen that the total of interaction NP using the above contrast from
replications Il and Il also gives the same total i.e. 92.

Similarly A.F. for NK =20, A.F. for NPK = -46

Hence adjusted effect totals for NK and NPK are respectively [NK*] =-18 and
[NPK*] = -62.

2. =S.S. dueto NP = — [NP*J2 = 529; S2, = S.S. due to NK = — [NK*] = 20.25
16 16
%= S.S. due to NPK :1—16 [NPK*] = 240.25

Treatment S.S.= S + S3 + SZ + SZp + SAk + SPk + SApk = 1932.7501

ANOVA
Source d.f. Sum of Squares M.S. F
Blocks 5 2506 501 1.31
Treatments 7 1932.75 276.107 -
N 1 96.00 96.00 -
P 1 1040.16 1040.16 2.71
NP 1 529.00 529.00 1.3
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K 1 4.41 4.41 -
NK 1 20.25 20.25 -
PK 1 2.66 2.66 -

NPK 1 240.25 240.25 -
Error 11 4219.24 383.57
Total 23 8658

‘-> indicates that these ratios are less than one and hence these effects are non-significant.

From the above table it is seen that effects due to blocks, main effects due to factor N, P,
and K or interactions are not significant.

4. Confounding in 3" Series

The concept of confounding here also is the same as in 2" series. We shall illustrate the
principles of confounding in 3" in 3" plots per block with the help of a 3* experiments laid
out in blocks of size 3%(=9). Let the three factors be A, B and C and the confounded
interaction be ABC?. The three levels of each of the factor are denoted by 0, 1 and 2 and a
particular treatment combination be xi Xj X« , I, j, k=0, 1, 2.

Number of blocks per replication =3"" = 3; Block size = 3" = 9; Degrees of freedom
confounded per replication =3"" -1 =2,

3 -1

Number of interactions confounded per replicate = =1

The treatment combinations in 3 blocks are determined by solving the following equations

mod(3)
X1+ X2+ 2x3=0; Xi+ X2+ 2x3=1; X1+ X2+ 2X3=2
Block | Block I1 Block I11
A B C A B C A B C
1 0 1 1 0 0 1 0 2
0 1 1 0 1 0 0 1 2
1 1 2 1 1 1 1 1 0
2 0 2 2 0 1 2 0 0
0 2 2 0 2 1 0 2 0
2 1 0 2 1 2 2 1 1
1 2 0 1 2 2 1 2 1
2 2 1 2 2 0 2 2 2
0 0 0 0 0 2 0 0 1

5. Confounding in s" Factorial Experiments in s" experimental units per block
s" Factorial Experiments in s" experimental units per block are represented by (s",s")

factorial experiments. For generation of (s",s"), s should be a prime or prime power, i.e.,
s=p™, where p is prime and m is a positive integer. For the factorial experiments of the
type (s",s") there will be s"~" blocks per replication with (s") experimental units per

block. The total number of degrees of freedom confounded per replication is s" " —1,
n-r
S -1

while the total number of interaction components confounded per replication is

as each interaction component has (s—1) degrees of freedom. The total number of
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independent interaction components to be confounded is n-r and rest are generalized
interaction components. For the (n—r ) independent interaction components confounded,
we have the following set of (n—r) equations as:

n
ij]_Xj :O,l, a,03, ..., 0s_1 mod s
=1

n
z pj2Xj :O,l, a,03, ..., 0s_1 mod s
=1

n
D PjkXj=0.1, ap,a3, ..., as_1 Mods
j=1

n

Z pj(n_r)xj =0,1, a,03, ..., 0s_1 mod s

j=1
where pjc’s and 0,1, ap,a3,..., as_y are the elements of the Galois Field s and
X1,X2,..., X are the variates corresponding to the n-factors and denote the levels of the
corresponding factors in the different treatment combinations. If m>1, then mod s in the
above equations should be replaced by mod {p, p(x)}, where p(x) is the minimal function

for GF(p™) and x is the primitive root of the GF(p™). These equations result into

s"~"different sets. Solution of each set gives one block. For example, if one wants to

generate a (34,32)factorial experiment, then the number of independent interaction

components to be confounded are 4-2=2. These two independent interactions are
represented by:

P11X1 + P21X2 + P31X3 + Pa1%4 =0,1,2mod 3

P12X1 + P22X2 + P32X3 + PgoX4 = 0,1,2mod 3
These sets of equations give rise to 9 combinations viz. the left hand sides satisfying (0,0);
(0,2); (0,2); (1,0); (1,1); (1,2); (2,0); (2,1) and (2,2). The treatment combinations in 9

blocks in one replication are those satisfy the above combinations. The block containing
the treatment combinations satisfying

P11X1 + P21X2 + P31X3 + P4 X4 =0mod 3 and
P12X1 + P22 X2 + P32X3 + Pa2Xa =0mod 3is the key block.

For the situations, where s is a prime power, we make use of the concept of minimal
functions. For example, if one wants to generate a (42,4) -factorial experiment, then the

number of levels for each of the two factors is a prime power, i.e. 4 = 22 . The minimal

function for GF(4) is p(x) = x? +x+1 and the elements of the GF(4) are 0, 1, x , x+1. The
total number of treatment combinations is 16 and are given by

A|l0|O0 |0 |O 11111 (1 X [ X | X |X X+1 | x+1 | x+1 | x+1

B|{O|1l |x |x+t1 [0 |1 |x |x+1 |0 |1 |x |x+¥1 |0 |1 |x |x+1

Here n = 2 and r = 1, therefore, the number of blocks per replication is 4 and number of
experimental units in each block is also 4. The number of independent interaction
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components to be confounded is n - r = 1. Let the experimenter is interested in
confounding the interaction component AB. Therefore, the block contents can be obtained
from the solution of

X1+ X% =0,1,X,x+1 mod{2,x2 +Xx+1)
The block contents obtained through the solution of the above equations are

Block - | Block - Il Block - 11 Block - IV
A B A B A B A B
0 0 0 1 0 X 0 X+1
1 1 1 0 X 0 1 X
X X X x+1 1 x+1 X 1
x+1 x+1 X+l X x+1 1 xt1 O

Similarly, we can get the block contents, if the other interaction components are
confounded.

The above discussion relates to the methods of construction of symmetrical factorial
experiments with confounding. The loss of information on the confounded interaction
components depends upon the number of replications in which these are confounded. The
designs in which the loss of information is equally distributed over the different
components of the interaction of given orders (order of an interaction is one less than the
number of factors involved in the interaction) may be desirable. A design with the above
characterization is a balanced confounded design. This design in case of symmetrical
factorials is defined as:

6. Balanced Confounded Design
A partially confounded design is said to be balanced if all the interactions of a particular
order are confounded in equal number of replications.

How to construct a Balanced confounded Factorial Design?

Let us take the example of a (2°, 2°)- factorial experiment. The interest is in constructing a
design for a (2°, 2°)- factorial experiment achieving balance over three and four factor
interactions. In this case, s = 2, n = 5 and r = 3. Therefore, the total number of treatment
combinations is 32, the block size is 8 and the number of blocks per replicate is 32/8. The
number of degrees of freedom confounded is 252 -1=3. Each interaction component has
1 degree of freedom. Therefore, the number of interaction components to be confounded is
3. The number of independent interactions to be confounded is 5-3 = 2 and one is the
generalized interaction component.

The number of 3 factor interactions = (°Cs) = 10 viz. ABC, ABD, ABE, ACD, ACE, ADE,
BCD, BCE, BDE, and CDE and number of four factor interactions = (°Cs) = 5 viz. ABCD,
ABCE, ABDE, ACDE, and BCDE. Therefore, to achieve balance total number f degrees
of freedom to be confounded is 10+5=15. As each interaction component has 1 d.f.,
therefore, number of degrees of freedom to be confounded are 15. The number of degrees
of freedom confounded in one replication is 3. Therefore, the number of replications
required is 15/3=5. The balance can be achieved by confounding the following
interactions in different replications:

Replication — I: ABD, ACE and BCDE
Replication — 11: ACD, BCE and ABDE
Replication — I1I: ADE, BCD and ABCE

Replication — 1V ABE, CDE and ABCD
Replication — V: ABC, BDE and ACDE
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The block contents may be obtained following the above procedure. The confounding in
asymmetrical factorials is somewhat different from symmetrical factorials. When an
interaction component is confounded in a replication in these designs, it is not necessary
that it is completely confounded with the blocks in the sense that the block contrasts and
the interaction contrasts become identical. These two sets of contrasts although not
identical, yet are dependent so that the contrasts for obtaining a confounded interaction
from the treatment totals are not free from block effects. Therefore, more than one
replication is needed in obtaining balanced confounded designs for asymmetrical factorial
experiment. A design is said to be Balanced confounded factorial experiment (BFE) if (i)
any contrasts of a confounded interaction component is estimable independently of any
other contrasts belonging to any other confounded interaction and (ii) the loss of
information of each degrees of freedom of any confounded interaction is same. To be
more specific, BFE may be defined as:

A factorial experiment will be called a balanced factorial experiment if

Q) Each treatment is replicated the same number of times.

(i) Each of the blocks has the same number of plots.

(iii)  Estimates of the contrasts belonging to different interactions are uncorrelated with
each other.

(iv)  Complete balance is achieved over each of the interactions, i.e., all the normalized
contrasts belonging to the same interaction are estimated with the same variance.

Several methods of construction of designs for balanced factorial experiments are
available in literature based on pseudo factors or pairwise balanced block designs. We
shall not be presenting these methods here. The user may refer to standard textbooks for
the same. Further, it is known that an extended group divisible (EGD) design, if existent,
has orthogonal factorial structure with balance. In other words, an EGD design is a
balanced confounded factorial experiment. Therefore, the vast literature on the methods
of construction of extended group divisible designs may be used for the construction of
BFE. The conditions of equal replications and equal block sizes may now be relaxed.

Generation of a design for factorial experiments is easy. But when the number of factors
or the number of levels become large it becomes difficult to generate the layout of the
design. To circumvent this problem, IASRI has developed a statistical package SPFE
(Statistical Package for Factorial Experiments). This package is essentially for
symmetrical factorial experiments. There is a provision of generation of designs as well as
the randomized layout of the designs including totally and partially confounded designs.
The design is generated once the independent interactions to be confounded are listed. One
can give different number of independent interactions to be confounded in different
replications (The package is also capable of generating the design for factorial
experiments by simply giving the number of factors along with the number of levels and
the block size. In this case the package will itself determine the number of blocks per
replication and the layout by keeping the higher interactions confounded). Provision has
also been made in this package for analyzing the data generated from the experiments
using these designs. The data generated are analyzed as a general block design and the
contrast analysis is carried out to obtain the sum of squares due to main effects and
interactions. Separate modules have been developed for generating the probabilities using
¥2, F and t distributions for testing the levels of significance.
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This package deals with only symmetrical factorial experiments. However, in practice an
experimenter encounters situations where one has to use various factors with unequal
number of levels. The generation of the design for asymmetrical factorial experiments is,
however, a tedious job. We, therefore, give below a catalogue of designs commonly used.
In this catalogue A, B, C, etc. denote the factors and a, b, c, etc. denote the blocks within

replications.
Plan 1. Balanced group of sets for 3x22 factorial, blocks of 6 units each
BC, ABC confounded
Replication | Replication Il Replication 111

Block-1 Block-2 Block-1 Block-2 Block-1 Block-2
0 0 1 0O 0 O 0 0 O 0 0 1 0 0 O 0 0 1
0 1 0 0 1 1 0 1 1 0 1 0 0 1 1 0 1 0
1 0 O 1 0 1 1 0 1 1 0 O 1 0 O 1 0 1
1 1 1 1 1 0 1 1 0 1 1 1 1 1 1 1 1 0
2 0 O 2 0 1 2 0 O 2 0 1 2 0 1 2 0 O
2 1 1 2 1 0 2 1 1 2 1 0 2 1 0 2 1 1

Plan 2. Balanced group of sets for 3x22 factorial, blocks of 6 units

BC, BD, CD
ABC, ABD, ACD confounded
Replication |
Block-1 Block-2 Block-3 Block-4
0100 0 000 0 001 0010
0011 0111 0110 0101
1 010 1 001 1000 1100
1101 1110 1111 1011
2 001 2 010 2 100 2 000
2 110 2 1 0 1 2 011 2 1 11
Replication 1l
Block-1 Block-2 Block-3 Block-4
0010 0 001 0 00O 0100
0101 0110 0111 0011
1 001 1010 1100 1000
1110 1101 1011 1111
2 100 2 000 2 001 2 010
2 011 2 1 11 2 110 2 1 01
Replication 111
Block-1 Block-2 Block-3 Block-4
0 001 0010 0100 0 000
0110 0101 0011 0111
1100 1000 1 00 1 1010
1011 1111 1110 1101
2 010 2 0 01 2 000 2 1 00
2 101 2 110 2 111 2 011
Plan 3. Balanced group of sets for 32 x2 factorial, blocks of 6 units
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AB, ABC Confounded

Replication | Replication Il

Block-1 Block-2 Block-3 Block-1 Block-2 Block-3
1 0 O 2 0 O 0 0 O 2 0 O 0 0 O 1 0 O
2 1 0 0 1 0 1 1 0 0 1 O 1 1 0 2 1 0
0 2 O 1 2 0 2 2 0 1 2 0 2 2 0 0 2 0
2 0 1 0 0 1 1 0 1 1 0 1 2 0 1 0 0 1
0 1 1 1 1 1 2 1 1 2 1 1 0 1 1 1 1 1
1 2 1 2 2 1 0 2 1 0 2 1 1 2 1 2 2 1

Replication I11 Replication 1V

Block-1 Block-2 Block-3 Block-1 Block-2 Block-3
1 0 O 2 0 0 0 0 O 2 0 O 0 0 O 1 0 O
0 1 0 1 1 0 2 1 0 1 1 O 2 1 0 0 1 0
2 2 0 0 2 0 1 2 0 0 2 O 1 2 0 2 2 0
2 0 1 0 0 1 1 0 1 1 0 1 2 0 1 0 0 1
1 1 1 2 1 1 0 1 1 0 1 1 1 1 1 2 1 1
0 2 1 1 2 1 2 2 1 2 2 1 0 2 1 1 2 1

Plan 4. Balanced group of sets for 4x22 factorial, blocks of 8 units
ABC Confounded
Replication | Replication 11 Replication 111

Block-1 Block-2 Block-1 Block-2 Block-1 Block-2
0 0 O 0 0 1 0 0 O 0 0 1 0 0 O 0 0 1
0 1 1 0 1 O 0 1 1 0 1 0 0 1 1 0 1 0
1 0 O 1 0 1 1 0 1 1 0 O 1 0 1 1 0 O
1 1 1 1 1 0 1 1 0 1 1 1 1 1 0 1 1 1
2 0 1 2 0 O 2 0 1 2 0 O 2 0 O 2 0 1
2 1 0 2 1 1 2 1 0 2 1 1 2 1 1 2 1 0
3 0 1 3 0 O 3 0 0 3 0 1 3 0 1 3 0 0
3 1 0 3 1 1 3 1 1 3 1 0 3 1 0 3 1 1

Plan 5. Balanced group of sets for 4 x 3x2 factorial, blocks of 12 units

AC, ABC confounded

Replication | Replication Il Replication 111

Block-1 Block-2 Block-1 Block-2 Block-1 Block-2
0 0 O 0 0 1 0 0 1 0 0 O 0 0 1 0 0 O
0 1 1 0 1 0 0 1 0 0 1 1 0 1 1 0 1 0
0 2 1 0 2 0 0 2 1 0 2 0 0 2 0 0 2 1
1 0 0 1 0 1 1 0 1 1 0 0 1 0 1 1 0 O
1 1 1 1 1 0 1 1 0 1 1 1 1 1 1 1 1 0
1 2 1 1 2 0 1 2 1 1 2 0 1 2 0 1 2 1
2 0 1 2 0 0 2 0 0 2 0 1 2 0 0 2 0 1
2 1 0 2 1 1 2 1 1 2 1 0 2 1 0 2 1 1
2 2 0 2 2 1 2 2 0 2 2 1 2 2 1 2 2 0
3 0 1 3 0 0 3 0 0 3 0 1 3 0 0 3 0 1
3 1 0 3 1 1 3 1 1 3 1 0 3 1 0 3 1 1
3 2 0 3 2 1 3 2 0 3 2 1 3 2 1 3 2 0

A’C, A’BC confounded
Replication IV Replication V Replication VI

Block-1 Block-2 Block-1 Block-2 Block-1 Block-2
0 0 1 0 0 O 0 0 O 0 0 1 0 0 O 0 0 1
0 1 0 0 1 1 0 1 1 0 1 0 0 1 0 0 1 1
0 2 0 0 2 1 0 2 0 0 2 1 0 2 1 0 2 0
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1101 1100
1110 1111
2 001 2 00 O
2 010 2 011
2 100 2 1 01
2 111 2110

Example : An experiment was conducted at Crop Research Center, G.B.P.U.A.T.,
Pantnagar, Uttar Pradesh on bengal gram in rabi season 2003 using a factoria
experiment with three factors viz., Farmyard Manure (2 levels:0 and 50
g/ha), Phosphorus (3 levels:0, 20 and 40 kg/ha) and Phosphorus Solublizing
Bacteria (2 levels: control and 20 gm/kg of seed as seed inoculation). The main
objective of the experiment was to study the effect of Farmyard Manure
(FYM), Phosphorus (P) and Phosphate Solublizing Bacteria (PSB)
on productivity of bengal gram. The experiment was conducted in a
randomized complete block design in 4 replications with 12 plots per
replication of net plot size as 5.00x1.80m?. The yield (in kg/plot) are given as
below.

REP FYM P PSB Yield
1 1 1 1 0.7
1 1 1 2 1.13
1 1 2 1 1.23
1 1 2 2 1.25
1 1 3 1 1.25
1 1 3 2 1.25
1 2 1 1 0.83
1 2 1 2 1.23
1 2 2 1 1.18
1 2 2 2 0.88
1 2 3 1 1.63
1 2 3 2 1.48
2 1 1 1 0.98
2 1 1 2 1.13
2 1 2 1 1.18
2 1 2 2 1.13
2 1 3 1 1.26
2 1 3 2 1.25
2 2 1 1 0.93
2 2 1 2 0.88
2 2 2 1 15
2 2 2 2 1.3
2 2 3 1 1.38
2 2 3 2 1.43
3 1 1 1 0.9
3 1 1 2 1.1
3 1 2 1 1.1
3 1 2 2 0.88
3 1 3 1 1.35
3 1 3 2 1.35
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3 2 1 1 1.1
3 2 1 2 1.03
3 2 2 1 1.3
3 2 2 2 0.88
3 2 3 1 1.38
3 2 3 2 1.43
4 1 1 1 0.73
4 1 1 2 1.25
4 1 2 1 1.43
4 1 2 2 1.25
4 1 3 1 1.1
4 1 3 2 1.75
4 2 1 1 0.98
4 2 1 2 1.38
4 2 2 1 1.35
4 2 2 2 1.43
4 2 3 1 1.3
4 2 3 2 1.5

R code for the analysis is , where fact is name of dataset

install.packages(*car")

library(car)

Yield=fact$Yield

REP=as.factor(fact$REP)

P=as.factor(fact$P)

FYM=as.factor(fact$FY M)

PSB=as.factor(factsPSB)

Yield <- Im(Yield~REP+FYM*P*PSB)

summary(Yield)

par(mfrow=c(1,2))

plot(Yield)

plot(Yield, which=1)

plot(Yield, which=2)

summary.aov(Yield)

and the results is

> summary.aov(Yield)

Df Sum Sq Mean Sq F value

REP 3 0.1328 0.0443 1.756

FYM 1 0.0660 0.0660 2.618

P 2 1.0552 0.5276 20.924

PSB 1 0.0469 0.0469 1.859

FYM:P 2 0.0135 0.0067 0.267

FYM:PSB 1 0.0481 0.0481 1.909

P:PSB 2 0.3380 0.1690 6.702

FYM:P:PSB 2 0.0014 0.0007 0.028

Residuals 33 0.8321 0.0252

Signif. codes: 0 “***>(0.001 “***0.01 “*> 0.05°.> 0.1 *’ 1

Pr(>F)
0.17473
0.11519
1.35e-06 ***
0.18197
0.76747
0.17637
0.00361 **
0.97256
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> Anova(Yield, type="111")
Anova Table (Type Il tests)

Response: Yield

Sum Sq Df F value Pr(>F)
(Intercept) 2.03097 1 80.5456 2.26e-10 ***
REP 0.13285 3 1.7562 0.1747268
FYM 0.03511 1 1.3925 0.2464175
P 0.44832 2 8.8898 0.0008158 ***
PSB 0.21125 1 8.3779 0.0066848 **
FYM:P 0.00730 2 0.1448 0.8657813
FYM:PSB 0.02402 1 0.9528 0.3361092
P:PSB 0.19056 2 3.7786 0.0332922 *
FYM:P:PSB 0.00140 2 0.0278 0.9725632
Residuals 0.83210 33

Signif. codes: 0 “***°0.001 “**0.01 “* 0.05 > 0.1 *’ 1
plot(Yield)

plot(Yield, which=1)
plot(Yield, which=2)
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Background

Multivariate statistical techniques simultaneously analyze measurements on multiple variables for
each individual under investigation and are widely used in plant breeding programs. The main
purpose of multivariate data analysis is to study the relationships among the (multiple) variables
and perform several analyses on the collected samples. The multivariate techniques are efficient
compared to the univariate counterparts due to their ability to consider inter-variable relationships.
In this tutorial, we will focus on important multivariate data analytical techniques including: (1)
Principal Component Analysis; (2) Factor Analysis; (3) Cluster Analysis; (4) Discriminant
Analysis with real data examples. These four types of multivariate analytical techniques are
extensively used in Agricultural experimental data analysis.

1. Principal Components Analysis and Factor Analysis

Principal Components Analysis (PCA) and Factor Analysis (FA) are usually viewed as attempts to
approximate the relationships among a set of (i.e., multiple) variables. PCA is concerned with
explaining the variance-covariance structure through a few linear combinations ofthe original
variables. Whereas FA is concerned with explaining covariance relationships among original variables
in terms of a few underlying, but unobservable, random quantities called factors. Factors which are
generated are thought to be representative of the underlying processes that have created the correlations
among variables. FA is considered as an extension of PCA and its model is also considered to be more
elaborative than PCA model. Many a time, PCA and FA together called as Common Factor Analysis
(CFA).

The key underlying base to Common Factor Analysis (PCA and FA) is that the chosen variables
can be transformed into linear combinations of factors. Factors may either be associated with 2 or
more of the original variables (common factors) or associated with an individual variable (unique
factors). Loadings relate the specific association between factors and original variables. Therefore, it
is necessary to find the loadings, then solve for the factors, which will approximate the relationship
between the original variablesand underlying factors. The loadings are derived from the magnitude
of eigenvalues associated to individual variables. The difference between PCA and FA is that for the
purposes of matrix computations PCA assumes that all variance is common, with all unique factors
set equal to zero; while FA assumes that there is some unique variance. The level of unique variance
is dictated by the FA model which is chosen. Accordingly, PCA is a model of a closed system, while
FA is a model of an open system. Rotation in CFA attempts to put the factors in a simpler position
with respect to the original variables, which aids in the interpretation of factors. Rotation places the
factors into positions that only the variables, which are distinctly related to a factor, will be associated.
Varimax, quartimax, and equimax are all orthogonal rotations, while oblique rotations are  non-
orthogonal. The varimax rotation maximizes the variance of the loadings, and is also the
most commonly used rotation method. To analyze data with either PCA or FA, three key decisions
must be made. They are (i) the factor extraction method (ii) the number of factors to extract and (iii)
the transformation method to be used.

For example: Foresters measure data on several characters (e.g., variables) of tree species, such as,
growth, volume, yield, forest potential, height, collar diameter, diameter at breast height, crown
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diameter, etc. The example data is shown below. Here, the main idea is to illustrate CFA
approach on this example data using R. The main purpose of this lecture isto focus more on CFA
approach using public statistical R software than dealing with its theory.

Principal Components Analysis

Example 1: The following data pertains to variables, such as Height, Collar diameter, Diameter
Breast Height (DBH), and Crown diameter of 36 trees of a particular species. We perform PCA on
this data using R and provide hand-on to interpret the obtained results.

Obs. Height Collar diameter | DBH | Crown diameter
1 4.00 10.50 6.90 15.13
2 3.80 7.00 4.30 2.63
3 4.90 10.30 7.30 21.71
4 3.00 9.10 5.80 5.24
5 3.80 9.80 6.40 7.57
6 4.00 10.90 6.50 8.67
7 5.30 11.10 6.90 13.09
8 4.50 10.30 6.50 10.55
9 4.40 10.30 6.30 11.53
10 4.70 13.70 9.10 20.66
11 5.20 14.90 10.50 | 23.19
12 5.30 14.90 9.40 18.59
13 3.60 9.30 6.30 10.21
14 3.30 6.40 3.70 4.67
15 5.00 9.70 6.20 12.34
16 3.70 8.10 5.10 5.89
17 3.80 9.20 5.60 5.36
18 4.00 10.30 7.80 7.54
19 4.90 12.10 8.00 12.93
20 5.50 12.70 8.70 17.79
21 5.30 13.60 9.00 12.76
22 4.80 14.90 10.00 | 25.62
23 4.30 13.20 9.10 15.57
24 5.10 14.50 10.10 | 22.56
25 1.50 2.50 1.20 0.17
26 1.90 3.80 2.50 1.56
27 2.40 3.90 1.70 0.58
28 3.80 7.50 5.50 4.47
29 3.60 9.30 6.50 5.94
30 3.30 7.00 3.90 4.63
31 5.60 13.70 9.20 15.26
32 4.50 9.90 4.70 12.11
33 5.20 11.20 7.70 12.57
34 4.60 11.70 9.70 16.21
35 5.00 18.40 10.80 | 21.15
36 4.60 12.80 8.60 14.44
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R-codes:
Step 1: Create and set the working directory.
setwd(“../../file location™)

Step 2: Save the data in a text file and data reading. For example name the data file as: “data.txt”

dat <- read.table(file="data.txt", header=T, row.names = 1, sep="\t")
Step 3: PCA

dat.pca <- prcomp(dat, center = TRUE,scale. = TRUE)
Step 4: Results summary(dat.pca)

Importance of components:

PC1 PC2 PC3 PC4
Standard deviation 1.9008 0.45588 0.37934 0.18753
Proportion of variance 0.9033 0.05196 0.03597 0.00879
Cumulative Proportion 0.9033 0.95523 0.99121 1.00000

Step 5: Representation through a lower ortho-dimensional space.
Rotation (n x k) = (4 x 4):

PC1l PC2 PC3 PC4
Height 0.4832289 0.8509266 0.1995658 -0.050865416
Collar diam. 0.5127805 -0.1463091 -0.4324909 0.727049786
DBH 0.5104606 -0.2202849 -0.4712747 -0.684693116

Crown diam. 0.4929258 -0.4538637 0.7423108 0.002579604
Interpretation:

The proportion of total variation accounted for by the first principal component is 0.903 and the
first two components account for a proportion of .9552. Hence, in further analysis, the first or
first two principal components PCA1 and PCA2 could replace four variables by sacrificing
negligible information about the total variation in the system. The scores of principal
components can be obtained by substituting the values of variables in equations of PCAs. For
the data under study, the first two principal component scores for first observation i.e. for treel
can be worked out as

PC1 score = .483 x 4.00 + .512 x 10.50 + .510 x 6.90 + .49 x 15.13

PC2 score =.851 x 4.00 + -.146 x 10.50 + -.220 % 6.90 - .4533 x 15.13
Similarly for all other trees the first two principal components scores can be worked out. Thus the
whole data with four variables can be converted to a new data set with two principal components.

Factor Analysis

We have demonstrated the FA with the following data example in R.

Example 2: Consider a hypothetical data on six characters with 15 observations as below:

Obs. X1 X2 X3 X4 X5 X6
1 609.40 164.99 61.11 15.77 449.89 318.38
2 1960.90 4.30 54.74 33.47 37.14 1.43
3 1846.20 72.92 64.28 36.09 927.87 79.43
4 1002.70 | 211.76 49.15 42.60 | 1198.60 | 280.20
5 2801.10 59.43 82.32 4.40 329.55 108.05
6 1060.00 | 156.00 69.97 14.07 318.33 229.67
7 512.80 642.81 68.59 8.74 497.83 865.83
8 919.40 18.50 77.13 7.63 403.25 142.80
9 450.40 13.90 54.46 3.48 124.42 25.42
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10 1449.90 | 129.93 67.04 20.04 530.53 210.44
11 2153.40 96.49 90.92 12.72 881.04 84.66
12 1237.85 | 147.97 64.38 37.43 643.96 165.81
13 744.90 95.75 77.27 25.03 551.82 154.47
14 1320.90 29.11 68.87 28.54 344.87 63.15
15 1846.20 21.40 63.31 33.87 261.71 12.48

R code: Repeat the Steps 1 and 2.
dat.fa <- factanal(dat, factors = n) ###choose ‘n’

Results:
Uniquenesses:
X1 X2 X3 X4 X5 X6
0.775 0.030 0.741 0.005 0.738 0.005

Loadings:
Factorl Factor?2
X1 -0.474
X2 0.980
X3 -0.509

X4 -0.249 0.966
X5 0.200 0.471
X6 0.997

Factorl Factor?2
SS Tloadings 2.282 1.424
Proportion var 0.380 0.237
Cumulative var 0.380 0.618

Null hypothesis: 2 factors are sufficient

Chi square statistic: 6.62 (4 degrees of freedom)

p-value: 0.158

Interpretation: Before we interpret the results of the FA, recall the basic idea behind it. FA
creates linear combinations of factors to abstract the variable’s underlying communality. To the
extent that the variables have an underlying communality, fewer factors capture most of the
variance in the dataset. This allows us to aggregate a large number of observable variables in a
model to represent an underlying concept, making it easier to understand the data. The variability
in our data, is given by X, and its estimate ¥ is composed of the variability explained by the factors
(linear combination of the factors (communality)) and part of the variability cannot be explained
by a linear combination of the factors (uniqueness).

From the above FA it is evident that two factors are sufficient as the test is not significant.
Variables X1, X2, and X6 define factor 1 (high loadings on factor 1, small or negligible loadings
on factor 2), variables X3, X4, and X5 define factor 2 (high loadings on factor 2, small or
negligible loadings on factor 1).

Cluster Analysis and Discriminant Analysis

Rudimentary, exploratory procedures are often quite helpful in understanding the complex
nature of multivariate relationship. Searching the data for a structure of "natural” grouping is an
important exploratory technique. The most important techniques for data classification are:
Cluster analysis and Discriminant analysis.
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Although both cluster and discriminant analyses classify objects into different categories,
discriminant analysis requires one to know group membership for the cases (i.e., prior class
information) used to decide the classification rule whereas in cluster analysis group
membership for all cases is unknown. In addition to membership, the number of groups is also
generally unknown. In cluster analysis the units within cluster are similar but different between
clusters. The grouping is done on the basis of some criterion like similarities measures etc. Thus
in the case of cluster analysis the inputs are similarity measures or the data from which these
can be computed.

Cluster Analysis

Cluster analysis is a technique used for combining observations into groups such that:

(a) Each group is homogeneous or compact with respect to certain characteristics i.e.,
observations in each group are similar to each other.
(b) Each group should be different from other groups with respect to the characteristics
i.e., observations of one group should be different from the observations of other groups.
There are various mathematical methods which help to sort objects in to a group of similar
objects called a Cluster. Cluster analysis is used in diversified research fields. In biology, cluster
analysis is used to identify diseases and their stages. For example by examining patients who are
diagnosed as depressed, one finds that there are several distinct sub-groups of patients with
different types of depression. In marketing cluster analysis is used to identify persons with
similar buying habits. By examining their characteristics it becomes possible to plan future
strategies more efficiently.

Example 3: We will use the data given in Example 2 for cluster analysis using R.
Steps 1, 2: Follow the Steps 1 and 2 mentioned in PCA.

Step 3: Normalize the data (Sometimes normalization is essential for cluster analysis)
means <- apply(datl,?2,mean)
sds <- apply(datl, 2, sd)
nor <- scale(datl,center=means, scale=sds)
Step 4: Calculate the distance matrix
distance = dist (nor)
Step 5: Select the clustering method

a. Default method (Hierarchical agglomerative clustering)

mydata.hclust = hclust (distance)
plot (mydata.hclust)

Cluster membership:

member = cutree(mydata.hclust, n) ###Select n (number of clusters, say

n=3)
[11]112211311112111
Table: member

1 2 3

11 3 1

Dendrogram:
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a. Average linkage method

mydata.hclust = hclust (distance, method = “average”)
plot (mydata.hclust)

Cluster membership:
member3; cutree(mydata.hclust, n) ###Select n (number of clusters,
say n=
[1]111211311111111
Table: member
1 2 3
11 3 1

Dendrogram:
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b. K-means clustering
set.seed (123) f#set seed for results reproducibility

kc<-kmeans (nor, 3)
print (kc)

K-means clustering with 3 clusters of sizes 5, 3, 7
Cluster members:
[1] 312213333312311

Cluster means:

X1 X2 X3 X4 X5 X6
1 1.01492019 -0.5231903 0.40335875 0.07683345 -0.4159255 -0.6089339
2 0.05085677 0.1264368 -0.75013641 1.30454261 1.3631827 -0.0362353
3 -0.74673875 0.3195201 0.03337364 -0.61397073 -0.2871315 0.4504822

within cluster sum of squares by cluster:
[1] 17.946535 4.653991 29.628320 (between_SS / total_SS = 37.8 %)
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Machine learning (ML) is a branch of Artificial Intelligence. In ML, computer-based
algorithms are developed to make the system learn the complex pattern from the data and
based on the learned pattern predictions are done for the new individuals. Prediction can be
broadly categorised into two classes

1. Predicting the label of the observations (disease, no-disease)

2. Predicting the values, continuous or discrete (yield)

The first type of prediction is classed classification and the second type is known as
regression. Further, ML can be broadly categorised into two classes i.e., supervised learning
and unsupervised learning. These two learning techniques are mainly differs based on the
input-output relation. In other words, in the supervised learning algorithm the labels (output)
are attached to each observation that we want to predict (classification or regression),
whereas in the case of unsupervised learning no labels are attached to the observations and
here our aim is to mainly grouping of the observations.

Predictors Predictors
Target (Y) X Xo .. Xp X Xo ... Xp
Y1 X112 X2 .. X1p X121 X2 . X1p
Y2 Xo1 X2 ... Xgp Xo1 Xa2 .. Xgp
Ys X31 Xz .. X3p X311 Xz ... X3p
Yn Xnt  Xn2  Xpz  Xpp Xnt Xn2 Xnz  Xnp
SUPERVISED UNSUPERVISED

X2 X2 ).'—-\‘.\

‘ 0® %o ® 0% %o 0
o0 ° & o0 @,
® o0 ) @

® o 0 ° o, ®
() o
. . . . ' /. ' ‘\\
® & 4 .. ° ® ‘\
® O @ |
%o A )
® e 0 0 -0 00
a — - X1 Cl - » X1
Classification ustering

Source: The images have been taken from Google
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In this lecture note, our focus is only on the supervised machine learning algorithms. Here,

we will discuss two commonly used supervised machine learning algorithms that are support

vector machine (SVM) and random forest (RF).

Measuring accuracy

Different types of performance metrics are utilized for measuring the accuracy in

classification and regression problem.

Classification accuracy metrics

TP+TN

ACcuracy_TP+FN+TN+FP

TP
TP+FN

Sensitivity=

Specificity:%

Precision= r
TTP+FP

Precision Xrecall

F1-score=2 x

Precision +Recall

TP: true positive

TN: true negative
FP: false positive
FN: false negative

Regression accuracy metrics

Mean Absolute Error (MAE) = % iy =91

Mean Square Error (MSE) =% iy = 9)?

Mean Percentage Error (MPE) :% o (y;y) x 100

Mean Absolute Percentage Error (MAPE) :% n |yy;y| x 100

In the following subsections, we will discuss the R-code to implement the SVM, RF and

ANN. For this, the user needs to install the R from https://cran.r-
project.org/bin/windows/base/.
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Support Vector Machine

Support vector machine (SVM) is a supervised machine learning algorithm which can be
used for both classification and regression. In case of classification, the predictive ability of
SVM is largely dependent upon the type of kernel function used that maps the input data set
to a high-dimensional feature space, where the observations belong to different classes are
linearly separable by the optimal separating hyper-plane. In case of regression, the best line
of fit is searched and this is nothing but the hyper plane with maximum number of points.
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Implementing SVM classification in R

Install the R-package “e1071” to implement the SVM.

install.packages (caTools)
install.packages ("el071")
library(el071)
library(caTools)

Read the data from the directory, where the data has been saved. Here, we will use the inbuilt
dataset available in the R i.e. iris dataset. This a benchmark dataset which comprises 150
observations of three different flower species i.,e setosa, versicolor and virginica with 50
observations for each type. There are four variables (predictors) such as sepal length, sepal
width, petal length and petal width. This data can be loaded in to R console by simply typing

iris.

> iris

Sepal.Length Sepal.Width Petal.Length Petal.Width Species
1 5.1 3.5 1.4 0.2 Fetosa
2 4.9 3.0 1.4 0.2 setosa
3 4.7 3.2 1.3 0.2 setosa
4 4.6 3.1 1.5 0.2 setosa
o 5.0 3.6 1.4 0.2 setosa

Since the response is different species (labels) of flowers, this is a classification problem. For
classification or regression, training and test datasets are required. Training set contains the
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observations with the respective labels whereas the labels are predicted for the observations
of the test set. So, first we need to bifurcate the dataset in to training and test sets. The
percentage of dataset to be used for training and testing depends upon the user. However, for
better fitting of the model the training dataset should be large enough. The following
command can be used for this purpose.

library(caTools)

set.seed( )

dataset <- iris

part <- sample.split(dataset$Species, SplitRatio = )
train set <- subset(dataset, part == TRUE)

test set <- subset(dataset, part == FALSE)

#Check the number of observations of training and test set
table (train set$§Species)
table (test set$Species)

Fitting of the support vector machine classification model using the training dataset
# Fitting SVM model to the Training set

library(el071)
set.seed (123)

svm_class <- svm(formula = Species ~ .,
data = train_set,
type = 'C-classification',
kernel = 'radial')

One can see the detail by printing the model.

Call:

svm(formula = 5pecies ~ ., data = train set, type = "C-classification”,
kernel = "radial"™)

Farameters:

SVM-Type: C-clasgssification
SVM-Kernel: radial
cost: 1

Humber of Support Vectors: 40

In the model fitting, the values of the other parameters are kept default. However, the user
must tune the respective parameter(s) of the kernel function to maximize the classification
accuracy. Here, we have used the radial basis kernel (RBF) kernel function, but there is a
choice to select the other kernels as well i.e. polynomial, linear and sigmoid. The
classification accuracy varies according to the kernel functions. The support vectors are the
observations that lie closely to the hyper-plane as well as influence the position and direction
of the hyper-plane. Therefore, the numbers of support vectors are always less than the total
numbers of training observations. Maximum number of observations appearing closely to the
hyper-plane represents better fitting of the model. After fitting the model, the next part is to
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predict the labels of the test set (for classification) by using the trained model. Let us print

and check the test set

> test set

Sepal.Length Sepal.Width Petal.Length Petal.Width
2 4.9 3.0 1.4 0.2
4 4.6 3.1 1.5 0.2
5 5.0 3.6 1.4 0.2
g 5.0 3.4 1.5 0.2
11 5.4 3.7 1.5 0.2
1& 5.7 4.4 1.5 0.4

Species
setosa
setosa
setosa
setosa
setosa
setosa

So, one can see that the labels (Species) are there in the test dataset. But, in reality, there
wouldn’t have labels and we need to predict. Thus, let us remove the labels from the test

dataset and predict the labels using the model.

test setl <- test set[-5]

> test _set
Sepal.Length Sepal.Width Petal.Length Petal.Width

2 4.9 3.0 1.4 0.2
4 4.6 3.1 1.5 0.2
3 3.0 3.0 1.4 0.2
8 3.0 3.4 1.5 0.2
11 a.4 3.7 1.5 0.2

#Predicting the Test set results
y_pred = predict(svm class, newdata = test setl)
y_pred

> vy _pred
2 4 ) g 11
setosa setosa setosa setosa setosa
21 24 26 31 32
setosa setosa setosa setosa setosa
50 53 58 59 65

setosa versicolor wversicolor wversicolor wversicolor

16

setosa

34

setosa

a7
versicolor

Here, we have predicted the labels of the test set. One can predict the probability with which

these labels are predicted and for this a separate argument need to be passed while training

the model as follows.

#Training of the model with probability option

svm_class <- svm(formula = Species ~ .,
data = train_set,
type = 'C-classification',
kernel = 'radial', probability=TRUE)

#Prediction fro the test set with probability option

pred prob <- predict(svm class, newdata = test setl, probability=TRUE)
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zetosa vwversicolor virginica
2 0.95757442 0.027914287 0.014511291
4 0.96313332 0.022506155 0.014360530
) 0.97177768 0.015992024 0.012230293
g 0.969512%96 0.017704090 0.012T782952
11 ©0.96913348 0.0182203440 0.012063083
le O0.87234295 0.072760478 0.054296568

The next step is to compute the confusion matrix that comprises number of correctly
classified and mis-classified observations. First of all, we know the labels of the test set that
was used for prediction and we called this label as observed labels and the labels obtained
through prediction is called the predicted labels.

observed <- test set$§Species
predicted <- y pred
#Creating confusion matrix
#install.packages ("caret")
library(caret)

conmat <- confusionMatrix(data=predicted, reference = observed)
> conmat
Confusion Matrix and Statistics
REeference
Prediction getoza versicolor virginica
Zetoza 15 4] 4]
versicolor 4] 12 1
virginica 4] 3 14
Cverall Statistics
Accuracy : 0.9111
95% CI (0.T8T8, D0.9752)
Ho Information Rate : 0.3333
P-Value [Zcc > HIE] : &.467e-1lé
Kappa : 0.8667

Mcnemar's Test P-Value : HA

Statistics by Class:

Cla=ss=s: setosa Class: versicolor Class: virginica
Sensitcivity 1.0000 0,8000 00,9333
Specificity 1.0000 0.9667 0,9000
Pos Pred Value 1.0000 00,9231 00,8235
Heg Pred Value 1.0000 00,9062 0.9643
Frevalence 0.3333 0.3333 0.3333
Detection ERate 00,3333 0.2667 00,3111
Detection Prevalence 0.3333 0.288 0.3778
Balanced Accuracy 1.0000 0.8833 0.91a7

Sensitivity is the proportion of correctly predicted positive instances. Specificity is the
proportion of correctly predicted negative instances. Positive predicted value is the ratio of
the number of correctly predicted positive instances to the total number of predicted
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positives, also known as precision. Similarly, negative predicted value is the ratio of the
number of correctly predicted negative instances to the total number of predicted negatives.
Detection prevalence is defined as the number of predicted positive events (both true
positive and false positive) divided by the total number of predictions. The detection rate is
the proportion of correctly predicted instances out of total number of instances. The
balanced accuracy is the average of the sensitivity and specificity. There are also other
performance metrics that can be computed for evaluating the classification performance of
machine learning algorithms.

Implementing SVM regression in R

Based on the similar principle of SVM classification, support vector regression (SVR) is
useful for the numerical dependent variable rather than the categorical response. SVR is a
non-parametric technique that does not depend upon the underlying distribution of both
independent and dependent variables, unlike simple linear regression. It is based on the
principle of maximum margin that allows viewing SVR as a convex optimization problem.
The penalty parameter (cost) can also be incorporated to avoid over-fitting of the SVR model.
Let us discuss how to fit the SVR using R-package “e1071” using a sample dataset. Here, we
will use the Los Angeles ozone pollution data, 1976 available in the R-package “mlbench”.

library(el071)
library(mlbench)
library(caret)
library(MLmetrics)
data (Ozone)

This dataset contain 366 observations on 13 variables, each observation is one day-basis

V1 Month (1 = January, ..., 12 = December)

V2 Day of month (1, 2, ...,31)

V3 Day of week ( 1 = Monday, ..., 7 = Sunday)

V4 (y) Daily maximum one-hour-average ozone reading

V5 500 millibar pressure height (m) measured at VVandenberg AFB
V6 Wind speed (mph) at Los Angeles International Airport (LAX)
\Z4 Humidity (%) at LAX

V8 Temperature (degrees F) measured at Sandburg, CA

V9 Temperature (degrees F) measured at EI Monte, CA

V10 Inversion base height (feet) at LAX

V1l Pressure gradient (mm Hg) from LAX to Daggett, CA

V12 Inversion base temperature (degrees F) at LAX

V13  Visibility (miles) measured at LAX

The variables V5, V7, V8, V9, V10, V11 and V12 contain “NA” values and hence the
corresponding observations are removed and the resultant dataset comprised of 203
observations on 13 variables.

#Removing NA values

dat <- na.omit (Ozone)

rownames (dat)<- as.numeric(l: nrow(dat))
head (dat)
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> head(dat)
V1l V2 VI V4 V5L Ve VT VB Vo V1o Vil Wiz V13

1 1 5 1 5 5760 3 51 54 45.32 1450 25 57.02 &0
2 1 & 2 & 5720 4 &% 35 49.64 1568 15 53.78 &0
3 1 7T 3 4 5790 & 19 45 46.40 2631 -33 54.14 100
4 1 & 4 4 5790 3 25 55 52.70 554 -2ZB 64.7e 250
5 1 9 5 & 5700 3 73 41 48.02 2083 23 52.52 120
6 112 1 & 5720 3 44 51 54.32 111 9 63.14 150

So, here our objective is to predict the response i.e., the daily maximum one-hour-average
ozone reading (y). First, we will prepare the training and test dataset.

set.seed( )

index <- createDataPartition(dat$v4, p = , list = FALSE)
train <- dat[index, ]

test <- dat[-index, ]

> head(traimn)

V1l V2 V3 V4 Vo Ve VT VB V9 V10 V11l Vilz2 V13
3 1 7 3 4 5790 6 19 45 46.40 2631 -33 54.14 100
4 1 8 4 4 5790 3 25 55 52.70 554 -28 e64.Te 250
5 1 9 5 & 5700 3 T3 41 48.02 2083 23 52.52 120
& 1 12 1 & 5720 3 44 51 54.32 111 3 83.14 150
& 114 3 4 5780 6 19 54 56.12 5000 -44 56.30 200
9 1 15 4 4 5830 3 19 58 62.24 1249 -53 T75.74 250
> head(test)

V1l V2 V3 V4 Vo Ve VT VB V9 V10 V11l Vilz2 V13
1 1 5 1 5 5760 3 51 54 45.32 1450 25 57.02 &0
P 1 &6 2 & 5720 4 69 35 49.64 1568 15 53.78 &0
7 113 2 5 5760 & 33 51 57.56 492 -44 g4.58 40
17 1 30 5 11 5780 3 28 €3 57.38 T893 -15 65.84 120
20 2 4 3 2 5590 3 76 36 37.40 5000 TO 37.94 100
26 2 13 5 6 5700 4 86 55 49.28 23898 21 53.78 200

The training and test data sets are ready. Now, we will fit the SVM regression model using
the training dataset with default parameter setting. As mentioned earlier, one can chose any
one of the kernel function out of four kernels i.e., 'linear', 'polynomial', ‘radial basis’ and
'sigmoid’ for training and predicting. Here, we will use the “radial” kernel function which is
the default kernel parameter.

#fitting of the SVM regression model

svr model = svm(train$Vvi~., data=train)
summary (svr_model)
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Call:
svm(formula = trainsv4 ~ ., data = train)

Farameters:
SVH-Type: eps-regression
S5VM-Eernel: radial
cost: 1
Jamma : 0.01754386
epsilon: 0.1

Humnber of Support Vectors: 121

Next, we will predict for the test set and plot the predicted observation values with the real
values.

#Prediction for the test set

pred svr <- predict(svr model, test[,-4])

print (pred svr)

> print (pred svr)

1 2 7 17 20 26
T7.401885 6©.873475 T.417459 8.526543 4.230745 9.856104
28 25 30 34 36 g
13.310310 4.5131e0 4.087134 10.321620 4.5560551 5.220023
42 43 =14] 53 54 a0
3.634022 7T.074853 11.854427 £.90852% £.054050 9.63%36712
#plotting

x <= l:length(test$Vv4)

plot(x, test$V4, pch=16, col="black", cex=1.3, xlab="Observation",
ylab="Response")

lines(x, pred svr, lwd="2", col="green")
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Now, we will evaluate the performance (prediction accuracy) of the model with different
metrics such as mean square error (MSE), mean absolute error (MAE), root mean square
error (RMSE), R-squared and mean absolute percentage error (MAPE).

#Performance metrics

mse <- MSE(y_ true=test$V4, y pred=pred svr)

mae <- MAE(y true=test$V4, y pred=pred svr)

mape <- MAPE (y true=test$V4, y pred=pred svr)

rmse <- RMSE(y true=test$V4, y pred=pred svr)

Rsqgr <- R2 Score(y_ true=test$V4, y pred=pred svr)

Accuracy <- data.frame (MSE=mse, MAE=mae, MAPE=mape, RMSE=rmse, R2=Rsqr)
Accuracy

Aoouracy
MSE HMAE HMLPE EMSE R2
11.21423 2.471234 0.332201 3.348766 0.8041752

In SVR, the prediction accuracy can be improved by optimising the hyper parameter of the
kernel functions. It is also advised that user should compare the accuracy of different kernel
function to have a better idea about the comparative accuracy.

Random Forest

Classification and regression trees (CART) work on the principle of information gain at each
node of the tree. In other words, splitting at that node happens where information gain is
maximum. This process is repeated until all the nodes are exhausted or there is no further
information gain. The CARTSs have very low predictive power and often referred as weak
learners. RF algorithm is based on the ensemble concept of such weak learners.

Random Forest (RF) is a supervised machine learning algorithm that can be used for
both classification and regression problems. RF is an ensemble learning method comprises
several tree-based classifier, where each classifier (classification tree) is constructed on a
bootstrap resample of the training dataset. This method is robust to noise, problem of over-
fitting and can handle large dataset. In each bootstrap sample, a classification tree is
constructed and the observations abstain from taking part in the classifier construction are
used as test set for that tree classifier. On-an-average, each classifier in RF is built on 2/3" of
the training data and tested on thel/3™ Out-of-Bag sample. These OOB samples are the
source of data for measuring the prediction error of RF. More clearly, the error for each
classifier in RF is measured based on its OOB samples (called as OOB error) and these OOB
errors are averaged over all the decision trees to compute the OOB error of the forest. As far
as classification of test instance is concerned, each classifier of RF votes each test instances
to one of the pre-defined classes and the test instance is predicted by the label of winning

class. With regard to the RF regression, the final prediction is made by taking the average of
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the predictions made by each individual decision tree in the forest. RF is also non-parametric
in nature which does not depend upon the underlying assumption about the statistical

distribution of the dependent and independent variables.

Bootstrap
sample 2

Bootstrap

Bootstrap . ¥
sample 1 sample 3

..‘ .‘.......

Construction of classifier
using training dataset

e o 6 0 8 @
606060000000

Prediction for testinstances
using constructed classifiers

Image Source: Meher et al. (2019) BMC Genetics 20 (1), 1-13
Implementing RF classification in R

To implement the RF classification, first we need to install the randomForest R-package.

install.packages (randomForest)
library(randomForest)

Here, we will use the inbuilt dataset available in the R i.e. iris dataset. This a benchmark
dataset which comprises 150 observations of three different plant species i.,e setosa,
versicolor and virginica with 50 observations for each type. There are four variables
(predictors) such as sepal length, sepal width, petal length and petal width. This data can be
loaded in to R console by simply typing iris.

#Load the dataset
dat <- iris

> iris

Sepal.Length Sepal.Width Petal.Length Petal.Width Species
1 5.1 3.5 1.4 0.2 Fetosa
2 4.9 3.0 1.4 0.2 Fetosa
3 4.7 3.2 1.3 0.2 Fetosa
4 4.6 3.1 1.5 0.2 Fetosa
o 5.0 3.6 1.4 0.2 Fetosa
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For classification or regression, training and test datasets are required. Training set contains
the observations with the respective labels whereas the labels are predicted for the
observations of the test set. We will split the dataset into train and validation set in the
ratio 70:30. The percentage of dataset to be used for training and validation depends upon
the user.

# Split into Train and Validation sets

# Training Set : Validation Set = 70 : 30 (random)
set.seed( )

train <- sample(nrow(dat), *nrow(dat), replace = FALSE)
Train Set <- dat[train,]

Valid Set <- dat[-train,]

summary (Train Set)

summary (Valid Set)

> summary(Train Set)

Sepal .. Length Sepal .Width Petal.Length Petal . Width
Min. 14,300 Min. 1 2.200 Min. :1.000 Min. :0.100
1=t Qu.:5.100 1=t Qu.:2.800 1=t Qu.:1.600 1=t Qu.:0.300
Median :5.800 Median :3.000 Median :4.300 Median :1.300
Mean :5.811 Mean :3.054 Mean 13,702 Mean $1.197
3rd Qu.:6.400 3rd Qu.:3.300 3rd Qu.:5.100 3rd Qu.:1.800
Max. 7,900 Max. :4.400 Max. t6.900 Max. 1 2.500

Species=

zetosa 136

versicolor: 34

virginica :35
¥ summary (Valid Set)

Sepal.Length Sepal.Width Petal.Length FPetal.Width
Min. :4.400 Min. :2.000 Min. :1.300 Min. :0.100
1=t Qu.:5.300 1=t Om.:2.800 1=t Qu.:1.500 1=t Qu.:0.200
Median :5.500 Median :3.000 Median :4.400 Median :1.400
Mean 15.918 Mean 13.0604 Mean :3.889 Mean :1.204
3rd Qu.:6.500 3rd §u.:3.300 3rd §u.:5.500 3rd Qu.:1.800
Max. 1 T7.T00 Max. 14,200 Max. 16,700 Max. 12.500

Species
Zetosa 114

versicolor:le

virginica :15
Now, we will train the RF model with default parameter setting. There are mainly two
parameters to be tuned in RF model i.e., the number of trees to grow (ntree) and the number
of variables randomly sampled at each split (mtry). The ntree value should not be set two
small. It should be ensured that every observation gets predicted at least few times. The
default mtry value for is square root of the number of variable and one-third of the number of

predictors for the regression problem. The default value of ntree is 500.

# Create a Random Forest model with default parameters
model RF <- randomForest (Species ~ ., data = Train Set)
model RF
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> nnde;_zf

Call:
randomForest (formula = Species ~ ., data = Train Set)
Type of random forest: classification
Humber of trees: 500
Ho. of wariables tried at each split: 2

0B estimate of error rate: 4.76%
Confusion matrix:
setosa wversicolor wvirginica class.error
setosa 36 4] 0 0.00000000
2 0.05882353
2 0.08571429

versicolor 0 3

[ LI ]

wvirginica 0 3

Here, we can see that the numbers of classification trees are 500 and the number of variables
tried at each split is 2 which is square root of 4. The overall OOB error is 4.76%. The
misclassification errors for setose, versicolor and virginica are 0, 0.05 and 0.08 respectively.
One can also plot the RF model and visualize the error rate with respect to the number of

trees.

model_RF

Error
000 005 010 015 D20 025

Now we will predict for the training set as well as for the validation set.

# Predicting on train set

pred Train <- predict(model RF, Train Set[,-5], type = "class")
# Checking classification accuracy

table (pred Train, Train Set$Species)
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> table(pred Train, Train Set$Species)

pred Train setosa versicolor wvirginica
setosa 36 0 0
wversicolor 0 34 0
wvirginica 0 0 35

# Predicting on Validation set

pred Valid <- predict(model RF, Valid Set[,-5], type = "class")
# Checking classification accuracy

table (pred Valid,Valid Set$Species)

> table (pred Valid,Valid SetiSpecies)

pred Valid zetosga versicolor virginica

setosa 14 0 0
versicolor 0 14 0
virginica 0 2 15

While predicting the training set, we can see that all the instances of the three species are
correctly classified. This may be due to the fact that in this case both training and test sets are
same. On the other hand, all the test instances of the setosa and versicolor are correctly
predicted, whereas 2 observations of the virginica are mis-classified into the versicolor. So,
the accuracy of the test will always be either equal or less than that of the training set. The
next step is to compute the confusion matrix and the performance metric thereafter. First of
all, we know the labels of the test set that was used for prediction and we called this label as
observed labels and the labels obtained through prediction is called the predicted labels.

observed <- Valid Set$Species

predicted <- pred Valid

#Creating confusion matrix

#install.packages ("caret")

library (caret)

conmat <- confusionMatrix(data=predicted, reference = observed)
conmat
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> conmat
Confusion Matrix and Statistics

Reference
Prediction setosa versicolor wvirginica
setosa 14 0 0
versicolor 0 14 0
virginica 0 2 15

Cverall Statistics
Boccuracy : 0.9556
95% CI : (0.2485, 0.99%46)
Ho Information Rate : 0.3556
P-Value [Acc > HNIR] : < 2.2e-16
Kappa : 0.9333

Mecnemar's Test P-Value : HA

Statistics by Class:

Class: setosa Class: wersicolor Class:
0.
L0000
L0000
. 9355
.3556
3111
3111
.89375

Sensitivity 1.0000
Specificity 1.0000
Pos Pred Value 1.0000
Heg Pred WValue 1.0000
Prevalence 0.3111
Detection Rate 0.3111
Detection Prewvalence 0.3111
Balanced Accuracy 1.0000

[ T e T e T e I I S S

8750

[ T e Y e Y e R e R

virginica
1.
.9333

0000

o 3 T}

.B8824
L0000
.3333
.3333

L3778

.9887

We can also use check importance of each variables. The mean decrease in accuracy for each

of the variables can be computed and plotted by using the following function.

importance (model RF)#computation
varImpPlot (model RF)#plotting

> importance (model EF)

MeanDecreaseGini
Sepal.Length 6.9238397
Sepal.Width 1.894913
Petal.Length 29.887463
Petal.Width 30.505017
Petal Width .
Petal Length .
Sepal Length .

Sepal Width .

1 T T
0 5 15 25
MeanDecreaseGini
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Implementing Random Forest regression in R

Like simple linear regression, RF regression is based on the concept of dependent and
independent variables. In RF regression, the ensemble learning technique is employed which
combines the results from several tree-based learners. RF regression is more accurate and
powerful as compared to several other regression methods. It also performs well on the
dataset that have features with non-linear relationship. However, to avoid the over-fitting,
sufficient number of trees should be constructed.

X

NN . .
x DN e e

)
Y
.}'!

Image source: https://levelup.gitconnected.com/random-forest-regression-209c0f354c84

Now, we will discuss different steps for performing the RF regression using the R-software.
So, first we need to install the randomForest R-package in R-console.

#package installation
install.packages ("randomForest"™)
library(randomForest)

Here, we will use the same dataset that has been used for implementing support vector
regression in R. In other words, we will use the Los Angeles ozone pollution data, 1976
available in the R-package “mlbench”. More details about the dataset can be found in the sub-
section “Implementing support vector regression in R”. Here also, we will use the dataset
after removing NA values.
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#Loading the dataset

library(mlbench)
data (Ozone)

#Removing NA values

dat <- na.omit (Ozone)

rownames (dat)<- as.numeric (
head (dat)

> head(dat)
V1l V2

1

L LS P S
o e

So, here our objective is to predict the response i.e., the daily maximum one-hour-average
ozone reading (y). First, we will first prepare the training and test dataset. The splitting of

o
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nrow (dat))
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dataset into training and test set is important in the sense that the training set contains both the
response and predictors from which the model learns off. The test set then tests the model’s
predictions based on the learned model from the training set.

set.seed(

index <- createDataPartition (dat$v4,

train

<-

)

dat[index,
test <- dat[-indexk,

> head(train)

V1l V2 V3 V4
3 1 7 3 4
4 1 &8 4 4
S 1 9 5 &
& 1 12 1 &
g 114 3 4
9 115 4 4
> head(test)

V1l V2 V3 V4
1 1 5 1 =
2 1 &8 2 &
7 113 2 &5
17 1 30 5 11
20 2 4 3 2
26 2 13 5 &

The training and test data sets are ready.
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FALSE)

Now, we will fit the RF regression model using the

training dataset with default values of mtry and ntree parameters. As mentioned earlier, one
can optimize the mtry and ntree for getting maximum accuracy. Here, we used mtry=4 (one-
third of the number of predictors) and ntree=500 (default values).

#fitting of the RF regression model

RF model
summary (RF_model)

randomForest (train$vi~.,

data=train)
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> RF_dee;

Call:
randomForest (formula = trainfV4 ~ ., data = train)
Type of random forest: regression
Humker of trees: 500
Ho. of wariables tried at each split: 4

=]

Mean of sguared residuals: 24.82561

2
% Var explained: &64.86

[]

Next, we will predict for the test set and plot the predicted observation values with the real
values.

#Prediction for the test set

pred RF <- predict (RF _model, test[,-4])

print (pred RF)

> print(pred EF)

1 2 7 17 20 26
T.960000 &.265333 £.995%500 7.5959733 T7.343100 T7.855833
30 34 36 38 42 43
T.9007T6eT B.T73T7433 T.07T7TTeT 5.209833 T.661100 T.970033
54 &l a6l 65 TO Tl
6.946400 S.707567 &.120767 13.533100 E5.640700 10.195&667
B8 a0 91 100 103 107

13.788700 10.557533 9.675800 le.6939%67 15.934533 18.772033

[s]

#plotting

x <= l:length(test$Vv4)

plot (x, test$V4, pch=16, col="darkgreen", cex=1.3, xlab="Observation",
ylab="Response")

lines(x, pred RF, lwd="2", col="brown")
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Now, we will evaluate the performance (prediction accuracy) of the model with different
metrics such as mean square error (MSE), mean absolute error (MAE), root mean square
error (RMSE), R-squared and mean absolute percentage error (MAPE).

#Performance metrics

library (MLmetrics)

mse <- MSE(y_ true=test$V4, y pred=pred svr)

mae <- MAE(y true=test$V4, y pred=pred svr)

mape <- MAPE (y true=test$V4, y pred=pred svr)

rmse <- RMSE(y true=test$V4, y pred=pred svr)

Rsqgr <- R2 Score(y true=test$V4, y pred=pred svr)

Accuracy <- data.frame (MSE=mse, MAE=mae, MAPE=mape, RMSE=rmse, R2=Rsqr)
Accuracy

Accuracy
MSE MALF MAPE EMSE B2
17.35143 3.188692 0.5369437 4.165505 0.69700&64

In RF regression, the prediction accuracy depends upon the type dataset used. Also, the
accuracy can be improved by optimizing the parameters. It is also advised that user should
compare the accuracy of different regression methods to have a better idea about the
comparative accuracy.
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