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Vision

Statistics and Informatics for enriching the quality of Agricultural Research

Undertake research, education and ftraining in Agricultural Statistics, Computer
Application and Bioinformatics for Agricultural Research

® Research, education and training in agricultural statistics, computer applications in
agriculture and agricultural bioinformatics

® Advisory/consultancy services / methodological support / computational solutions
to NARES/NASS (National Agricultural Research and Education System/ National
Agricultural Statistics System)



It is a matter of immense pleasure and
great satisfaction to present the Annual
Report 2016-17 of ICAR-Indian Agricultural
Statistics Research Institute (ICAR-IASRI),
an ISO 9001:2008 certified Institute with
glorious tradition of carrying out research,
teaching and training in the area of
Agricultural  Statistics and Informatics.
This report highlights the research
achievements made, new methodologies
developed, significant advisory and consultancy services
provided, dissemination of knowledge acquired and human
resource development. The scientists, technical personnel,
administrative, finance and other staff of the Institute have put
in their best efforts in fulfilling the mandate of the Institute.
During the year, research was carried out under 86 research
projects (36 Institute funded, 6 Collaborative, 40 Externally
funded, 1 National Fellow Scheme and 3 Consultancy
Projects) in various thrust areas.

A landmark for the Institute this year is that under the FAO
sponsored project, sampling methodologies for estimation
of crop area and yield under mixed and continuous cropping
have been developed for different situations prevailing in
different countries. The developed methodology has been
field tested in the three identified countries by the FAO, one
each in Asia-Pacific, Africa and Latin America/Caribbean
region, i.e. Indonesia, Rwanda and Jamaica respectively.
The developed sampling methodology is likely to be adopted
globally specially in developing countries in future. The
methodology is accepted and is published by the FAO as a
Technical Report of Global Office.

An online portal named ‘Krishi Vigyan Kendra Knowledge
Network’ (http://kvk.icar.gov.in/) has been developed to
disseminate knowledge and information from KVKs to farmers.
A KVK Mobile App for the farmers has been developed in
the Android platform and is available at Google Play Store.
Personnel Management System for managing the cadre
strength and transfer of the scientific staff has been developed
and implemented in ICAR. KRISHI Portal (http://krishi.icar.
gov.in) has been enriched by providing links of several online
resources available/developed at different ICAR institutes
(269 under 15 broad headings) and an Interportal Harvester
(http://krishi.icar.gov.in/ohs-2.3.1/).

An algorithm using R language has been developed for
constructing A-optimal balanced bipartite (BBPB) designs
and weighted A-optimal block designs. Developed various R
package like WavelLetLongMemory , dhga (https://CRAN.R-
project.org/package=dhga); BootMRMR (https://CRAN.R-
project.org/package=BootMRMR), GSAQ (https://CRAN.R-
project.org/package=GSAQ).

DIRProt, A web server for discriminating the insecticide
resistance proteins from non-resistant proteins (http:/
cabgrid.res.in:8080/dirprot/); GinMicrosatDb-Genome-Wide
Microsatellite Markers Database for Sesame (http:/backwin.
cabgrid.res.in:8080/Gingelly7); Onion Genomic Resource
http://webtom.cabgrid.res.infogr/) hosting comprehensive
information of assembly of available onion ESTs; web server
iAMPpred (http://cabgrid.res.in:8080/amppred/) for predicting
the propensity of a candidate peptide and a computational
tool DCDNC (http://cabgrid.res.in:8080/DCDNC/)  for
discrimination of CDS sequence from intronic sequence have
been developed.

During the year, 20 training programmes (Six under Centre
of Advanced Faculty Training, Two Winter Schools, Eight
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training programmes for Technical Personnels and Four
other training programmes) were organized in which 376
participants were imparted training. During the year, a total
of 33 students {7 Ph.D. (Agricultural Statistics), 7 M.Sc.
(Agricultural Statistics), 3 Ph.D. (Computer Application), 6
M.Sc. (Computer Application), 5 Ph.D. (Bioinformatics) and
5 M.Sc. (Bioinformatics)} were admitted. A Senior Certificate
Course in Agricultural Statistics and Computing was also
organized.

The Institute has published 173 research papers in National
and International refereed Journals along with 18 articles in
Hindi-Sankhiki-Vimarsh, 25 Reference Manuals, 40 popular
articles/short communications, 7 Project Reports,1 book, 12
book chapters and 5 Technical Reports and Bulletins.

| am extremely happy to share that some of our colleagues
received academic distinctions during the year. Dr. Rajendra
Parsad recieved NAAS Recognition Award 2015-16 for
significant contributions to Social Sciences in XlII Agricultural
Science Congress 2017; Dr. A.R. Rao was conferred as
Fellow, National Academy of Agricultural Sciences (NAAS)
under section Social Sciences and awarded as Fellow, Indian
Society of Genetics and Plant Breeding. Dr. A.R. Rao was
also awarded Prof. P.V. Sukhatme Gold Medal by the Indian
Society of Agricultural Statistics. Dr. Hukum Chandra was
conferred as Fellow of the National Academy of Agricultural
Sciences (NAAS). Dr. R.K. Paul received Young Scientist
Award in Social Sciences for the biennium 2015-16 from
National Academy of Agricultural Sciences (NAAS). Dr.
Sukanta Dash received the MN Das Memorial Young Scientist
Award from Society of Statistics, Computer and Application.
Dr. PK. Meher received Dr. G.R. Seth Memorial Young
Scientist Award from Indian Society of Agricultural Statistics.
Mr. Samredra Das received Netaji Subhas-ICAR International
Fellowship for pursuing Ph.D. in Foreign University. Dr. M.A.
Iquebal received SESR Computational Biologist 2016 award
from Society for Educational and Scientific Research.

During the period under report scientists were deputed on
different assignments to Rome, ltaly; Chiba, Japan; Thimpu,
Bhutan; Addis Ababa, Ethiopia;Kigali, Rwanda; Kingston,
Jamaica and Sri Lanka.

I would like to express my gratitude to Dr. Trilochan
Mohapatra, Secretary (DARE) & Director General (ICAR) for
his invaluable guidance, encouragement and support. | am
grateful to Dr. N.S. Rathore, DDG (Education), ICAR; Dr. K.
Algusundaram, DDG (Engg.), ICAR; Dr. G. Venkateshwarlu,
ADG (EQA&R), ICAR and Dr. Kanchan K. Singh, ADG (FE),
ICAR, for their constant direction, inspiration and backing. My
sincere appreciation are to all Heads of Division, scientists
and other staff of the Institute for their devotion, whole-hearted
support and cooperation in carrying out various functions
and activities of the Institute. The services of the PME Cell
in compiling and timely publication of the Annual Report are
highly appreciated. | wish to express my sincere thanks to all
my colleagues in PME Cell, in particular the In-charge, Dr. Ajit
for all the efforts and coordinating various activities.

I am hopeful that the scientists in NARES/NASS will find this
publication quite informative and useful and will be immensely
benefitted from the information contained in it. | look forward
to any suggestions and comments for its improvement.

WU = can
(UC Sud)
Director
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Statistical Section created under ICAR
Activities of the Section increased with appointment of Dr. PV Sukhatme

Re-organisation of Statistical Section into Statistical Branch as a centre for research and
training in the field of Agricultural Statistics

Re-named as Statistical Wing of ICAR

Activities of Statistical Wing further expanded and diversified with the recommendations of
FAO experts, Dr. Frank Yates and Dr. DJ Finney

Statistical Wing moved to its present campus

Collaboration with AICRP initiated

Re-designated as Institute of Agricultural Research Statistics (IARS)

Installation of IBM 1620 Model-Il Electronic Computer

Signing of MOU with IARI, New Delhi to start new courses for M.Sc. and Ph.D. degree in
Agricultural Statistics

Status of a full fledged Institute in the ICAR system, headed by Director

Three storeyed Computer Centre Building inaugurated

Installation of third generation computer system, Burroughs B-4700

Re-named as Indian Agricultural Statistics Research Institute (IASRI)

Identified as Centre of Advanced Studies in Agricultural Statistics and Computer Applications
under the aegis of the United Nations Development Programme (UNDP)

New Course leading to M.Sc. degree in Computer Application in Agriculture initiated
Commercialization of SPAR 1.0

Burroughs B-4700 system replaced by a Super Mini COSMOS LAN Server
Administration-cum-Training Block of the Institute inaugurated

M.Sc. degree in Computer Application in Agriculture changed to M.Sc. in Computer Application

Centre of Advanced Studies in Agricultural Statistics & Computer Application established by
Education Division, ICAR

Establishment of Remote Sensing & GIS lab with latest software facilities
QOutside funded projects initiated

Senior Certificate Course in ‘Agricultural Statistics and Computing’ revived
Establishment of modern computer laboratories

First software in India for generation of design along with its randomised layout SPBD
release 1.0

Four Divisions of the Institute re-named as Sample Survey, Design of Experiments, Biometrics
and Computer Applications

Revolving Fund Scheme on Short Term Training Programme in Information Technology
initiated

Training programmes in Statistics for non-statisticians in National Agricultural Research
System initiated

Strengthening of LAN & Intranet with Fibre optics & UTP cabling

Substantial growth in outside funded projects and training programmes

Two Divisions re-named as Division of Forecasting Techniques and Division of Econometrics
Data Warehousing activities (INARIS project under NATP) initiated

Development of PIMSNET (Project Information Management System on Internet) for NATP

Establishment of National Information System on Long-term Fertilizer Experiments funded by
AP Cess Fund

Development of PERMISnet (A software for Online Information on Personnel Management in
ICAR System)

First indigenously developed software on windows platform Statistical Package for Factorial
Experiments (SPFE) 1.0 released

National Information System on Agricultural Education (NISAGENET) Project launched

Training Programme for private sector initiated and conducted training programme for
E.l. DuPont India Private Limited

E-Library Services initiated
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Statistical Package for Augmented Designs (SPAD) and Statistical Package for Agricultural
Research (SPAR) 2.0 released

Design Resources Server with an aim to provide E-advisory in NARS initiated

Organisation of International Conference on Statistics and Informatics in Agricultural Research
Establishment of Agricultural Bioinformatics Laboratory (ABL)

Software for Survey Data Analysis (SSDA) 1.0 released

Golden Jubilee Celebration Year of the Institute

Strengthening Statistical Computing for NARS initiated

Expert System on Wheat Crop Management launched

International Training Hostel inaugurated

Establishment of National Agricultural Bioinformatics Grid (NABG) in ICAR initiated

Division of Biometrics re-named as Division of Biometrics and Statistical Modelling

Division of Forecasting Techniques and Division of Econometrics merged to form Division of
Forecasting and Econometrics Techniques

A new centre namely Centre for Agricultural Bioinformatics [CABin] created

Maize AgriDaksh and Expert System on Seed Spices launched

Indian NARS Statistical Computing Portal initiated

M.Sc. degree in Bioinformatics initiated

Software for Survey Data Analysis (SSDA) 2.0 released

Division of Biometrics and Statistical Modelling re-named as Division of Statistical Genetics
Division of Forecasting & Econometrics Techniques re-named as Division of Forecasting &
Agricultural System Modeling

Development of Management Information System (MIS) including Financial Management System
(FMS) in ICAR initiated

Half-Yearly Progress Monitoring (HYPM) System in ICAR implemented

Sample Survey Resources Server initiated

High Performance Computing (HPC) System for Biological Computing established

Ph.D. degree in Computer Application initiated

Certified as ISO 9001:2008 (Quality Management System) Institute

Advanced Supercomputing Hub for OMICS Knowledge in Agriculture (ASHOKA) inaugurated
ICAR-ERP system implemented

Ph.D. degree in Bioinformatics initiated

IASRI Campus Wi-Fi enabled

ICAR Data Centre, Unified Communication and Web Hosting Services for ICAR started

FAO Sponsored Study under the Global Strategy for Improvement of Agricultural Statistics
initiated

KRISHI (http://krishi.icar.gov.in/) Knowledge based Resources Information Systems Hub for
Innovations in agriculture portal has been launched as a centralized data repository system of
ICAR.

ICAR-IASRI has been declared as National Level Agency (NLA) under MIDH (Mission for
Integrated Development of Horticulture).

ICAR Data Centre established at IASRI acquired the certification for ISO/IEC 20000 and
ISO/IEC 27001 for IT-service management and information security legislation respectively.
KVK-Portal (Krishi Vigyan Kendra Knowledge Network) and Mobile Application (http:/kvk.icar.
gov.in/) developed and launched

MAPI (http://[sample.iasri.res.in/ssrs/android.html/) Mobile Assisted Personal Interview- An
android application developed

Developed sampling methodologies for estimation of crop area and yield under mixed and
continuous cropping for different situations prevailing in different countries and field tested in
the three identified countries by the FAO, one each in Asia-Pacific, Africa and Latin America/
Caribbean region, i.e. Indonesia, Rwanda and Jamaica respectively.

Developed methodology for estimation of area and production of Horticultural crops, tested
and validated in four states. The methodology will be implemented at national level.

Developed Personnel Management System, for managing the cadre strength and transfer of
the scientific staff and implemented in ICAR.
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Executive Summary

It is often desirable to execute trials in response
surface design such that the number of input
factor level changes is kept small to make the
experiment cost-effective. A general expression for
the total number of changes in the run sequences
of Plackett-Burman designs has been obtained
and using a SAS macro Plackett-Burman designs
have been generated. Developed an R-software
package, termed as minimalRSD, for the generation
of minimally changed run sequence for Response
Surface Designs (RSDs) and hosted at https://cran.r-
project.org/web/packages/minimalRSD/index.html.
This package consists of three series of designs
viz., central composite designs (CCD) with full as
well as fractional factorial points (half replicate) and
Box Behnken designs (BBD) with minimally changed
run sequences.

KRISHI Portal (http://krishi.icar.gov.in) has been
enriched through providing links of several online
resources available/developed at different ICAR
institutes. Total number of links from ICAR and other
sources on the KRISHI Portal are 269 under 15
broad headings. In order to bring various agricultural
research  publications collected by various
organizations within as well as outside ICAR, an
Interportal Harvester (http:/krishi.icar.gov.in/ohs-
2.3.1/) has been strengthened. Meta Data has been
harvested from 17 Open Archives Initiative Protocol
for Metadata Harvesting (OAI-PMH) protocol enabled
web applications viz. KRISHIKOSH, CMFRI Eprints,
NAARM Eprints, DSpice at ISR, Indian Agricultural
Research Journals, OAR@ICRISAT, ICRISAT
Dataverse, DSpace at IIT, Bombay; CSIR-NISCAIR;
CSIR-Madras Complex; NISCAIR Online Periodical
Repository; Shodhganga (a platform for research

students to deposit their Ph.D. theses), DSpace at
CIFT; ePrints at CFTRI; ICAR KRISHI Publication
and Data Inventory Repository, Electronic theses of
Indian Institute of Science; Open Access Repository
of Indian Theses: CSIR etc. Unified search is ready
for 17 repositories for 1,84,466 records. ICAR-
geoportal ver 2 has been developed by integrating all
spatial layers in a single view for easy understanding
of user and implemented spatial layer level “query”
for displaying user queried features only. KRISHI
Portal has attracted more than 38,000 page views
across 1500 cities of 125 countries (as per Google
Analytics).

An algorithm using R language has been developed
for constructing A-optimal balanced bipartite (BBPB)
designs and weighted A-optimal block designs for
comparing a set of test treatments with a set of
control treatments and has been utilized to construct
a list of A-optimal BBPB designs and weighted
A-optimal block designs in the parametric range
v,<30,v,<3,b<50,k<10 where v, denotes number
of test treatments, v, denotes number of control
treatments, » denotes the number of blocks and &
denotes the block size.

Latin hypercube designs have proved to be a popular
choice for experiments run on computer simulators
and in global sensitivity analysis. Construction
methods have been developed for providing a
complete solution to construction of Orthogonal
Latin hypercube designs for 2, 3, 4, 5, and 6 factors
with any permissible runs.

Keeping in view the importance of teaching and
e-learning process in agricultural education system
and to visualize its impact on ICT tools in agricultural
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education, a Web based application and a website
has been developed and named as ICTIAA (http://
ictiaa.icar.gov.in). This website provides both the
services of MOOC (Massive Open Online Courses)
as well as impact analysis of ICT Tools.

A method of construction for obtaining incomplete
split plot designs with complete main plots and
incomplete subplots has been developed.

Under the study to empirically examine whether
future markets help in discovering the better price
to achieve market efficiency and transparency in
trading of agricultural commodities, it was inferred
that price discovery takes place only in future
market and not in spot market. In other words
we can say future market leads the spot market
price in price formation. This study indicates that
time varying parameter model is superior to the
constant parameter hedge ratio model in calculating
optimal hedge ratio. This fact has been confirmed
in graphical presentation of two hedge ratio models.
The study further indicate that optimal hedge ratio
as calculated in Time Varying model facilitates large
investment in the future instruments.

The STARMA model has been implemented in
seasonally adjusted monthly maximum temperature
in nine districts of Karnataka. The results of
Univariate ARIMA and STARMA model have been
compared in terms of Mean Absolute Percentage
Error (MAPE) and it was found that STRAMA
model performed better as compare to univariate
ARIMA model in each location. Machine learning
optimization techniques like Genetic algorithm (GA)
and Particle Swarm Optimization (PSO) were used
to optimize the parameters of STARMA model.
The GA and PSO optimized parameters STARMA
model were incorporated in STARMA model and
model fitting was done. It was found that proposed
approach performed better as compared to existing
STARMA model.

Sieve bootstrap approach for constructing prediction
interval in VAR model has been developed. The
proposed approach was implemented in real as well
as simulated datasets. Empirical results showed that
proposed approach was better than the conventional
approach in terms of length of confidence interval.
Sieve bootstrap approach for constructing prediction
interval in neural network has been developed. The
proposed approach was implemented in a simulated
data sets generated from Mackey glass equation.

A new Delphi methodology has been developed
using GOS tree approach. A new time series

intervention model Trend Impact Analysis (TIA)
has been developed to generate scenarios. Delphi
and Trend Impact Analysis has been combined to
generate scenarios. SAS Macro was developed to
implement proposed TIA.

Under two stage sampling design, methodology
for estimation of population parameters using
calibration approach has been developed, under the
assumption that the auxiliary variable is inversely
related to study variable. Three different product type
calibration estimators for population total along with
their approximate variance have been developed.
A simulation study was carried out to empirically
evaluate the statistical performance of developed
product type calibration estimators. Proposed
product type calibration estimator of the population
total provided best performance when population
level complete auxiliary information is available at
the SSU level for all the PSUs in the population.

To improve the data collection work under large
scale surveys, an Andorid application named Mobile
Assisted Personal Interview (MAPI) has been
developed and deployed for data collection in the
state of Uttar Pradesh for two districts and in Gujarat
for one district using android tablets. The MAPI was
foundtobe very advantageous over the existing paper
based survey method with respect to timeliness,
accuracy and reliability of data. MAPI software was
developed with questions regarding the location of
survey which records the GPS location of the survey
along with pictures of the location making the data
more reliable than the existing survey method. The
offline version of the MAPI software is available
online at sample survey resource server (http:/
sample.iasri.res.in/ssrs/android.html). For other
customized surveys, the developed software can be
modified based on the request of the registered user.
The online version of the MAPI software was also
developed which is ready for use.

Under the FAO (Food and Agricultural Organization
of United Nations) sponsored project, sampling
methodologies for estimation of crop area and
yield under mixed and continuous cropping have
been developed for different situations prevailing in
different countries. The developed methodology has
been field tested in the three identified countries by
the FAO, one each in Asia-Pacific, Africa and Latin
America/Caribbean region, i.e. Indonesia, Rwanda
and Jamaica respectively. Primary data collection
was made in one district of Indonesia and Jamaica
using Computer Assisted Personal Interviewing
(CAPI) and in all the three countries in second district



using Paper Assisted Personal Interviewing (PAPI)
methods. The developed sampling methodology is
likely to be adopted globally specially in developing
countries in future by Food and Agriculture
Organization of United Nations. The methodology
is accepted by the FAO of United Nations and
is published by the FAO as a Technical Report of
Global Office. The report is available at FAO of the
United Nations Global Strategy’s website.

A new sampling methodology for estimation of
area and production of horticultural crops which
is efficient, simple, less time consuming and cost
effective is being validated in six states of the country
namely, Maharashtra, Tamil Nadu, Andhra Pradesh,
Himachal Pradesh, Haryana and Madhya Pradesh.
After validation of the developed methodology,
the developed methodology will be implemented
in all the states of the country from 2018-2019 by
Division of Horticulture, Department of Agriculture,
Cooperation and Farmers Welfare (DACFW),
Ministry of Agriculture and Farmers Welfare, Govt.
of India.

Performance of various procedures of estimating
optimal unobserved bandwidth has been studied
for modeling foodgrain production time-series
data. Epanechnikov kernel is best in case of kernel
smoothing approach of modeling compound growth
rate and actual foodgrain production. Computer
program has been written to generate long memory
error processes using uncorrelated wavelet
transform to simulate time-series data of compound
growth rate.

Market integration of different pulses in different
zones of India was studied. The results show that
there is a strong cointegration among the wholesale
as well as retail prices of the major pulses, although
the cointegration varies, some pulses have
strong cointegration while others have poor. In
addition to the horizontal cointegration, the vertical
cointegration between the wholesale and retail
prices of different pulses were also investigated. It is
concluded that price signals are transmitted across
regions indicating that price changes in one zone
are consistently related to price changes in other
zones and are able to influence the prices in other
zones. However, the direction and intensity of price
changes may be affected by the dynamic linkages
between the demand and supply of pulses.

Impact assessment of crop insurance has been
estimated in Andhra Pradesh & Telangana States.
The analysis shows that at all India level, only 4% of

Executive Summary

total farm households have insured their crop but in
the selected states the percentage of crop insured
farming households is 16.74%. Majority of insured
farming households (98%) availing crop insurance
were among the borrowers. Majority (55.2%) of
farmers mentioned lack of awareness as the major
reason for not availing insurance. Out of the total
insured farmers only 9.23% females insured their
crop. Overall, non-insured sampled household
farmers had a lower education attendance rate
compared with insured farmers. Propensity score
Matching (PSM) method and Instrumental Variable
(IV) method has been employed to estimate the
impact of crop insurance on farm output. Both the
method show that crop insurance has a positive and
significant effect on farm output.

Stochastic differential equation (SDE) has been
solved and used to obtain optimal forecast of
untransformed data along with conditional forecast
error variance.

Gene Regulatory Networks (GRNs) have become
one of the most important approaches for modelling
gene-gene relationships in system biology studies.
These networks allow us to carry out studies of
different biological processes in a visual way.
The noise and high dimensionality in the Gene
Expression (GE) data have limited the applicability of
certain statistical techniques to model the underlying
gene regulatory interactions. Statistical approaches
have been developed to model and construct the
GRNs under sparse biological conditions. Estimator
for obtaining the true GE values of genes from
noisy microarray data was obtained using particle
filtering approach under a state space framework.
Using the true GE values, an approach to model and
construction of GRNs under sparsity condition was
developed. For identification of hub genes (highly
interacting genes) in the gene network, a resampling
based approach, hub gene detection technique,
was developed. An R package, DHGA (Differential
Hub Gene Analysis) was also developed to identify
the hub genes and unique hub genes in the GRNs
constructed for a case vs. control study. To identify
the informative genes from the big crop GE data, an
improved gene selection technique was proposed by
improving existing SVM-RFE procedure.

Methodology has been developed for finding
associations among positions in position-wise
aligned sequence datasets.

From the farmers/ growers point of view, selection
of genotypes which are stable over the locations/
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environments as well as high yielding are desirable.
Two simultaneous selection indices have been
developed to select stable genotypes with better
performance and composite stability measure based
on existing measures, by using Multiple Criteria
Decision-Making (MCDM) technique, for selection of
stable genotype along with high yield.

Statistical approaches have been developed to select
biologically relevant genes from the high dimensional
GE data. An improved gene selection technique,
Boot-MRMR was developed to select biologically
relevant genes by maximizing the relevancy and
minimizing the redundancy. To validate the chosen
genes obtained by using a gene selection technique,
a gene set enrichment test (GSET) with QTLs
was proposed. To remove the noise from the
microarray data, an estimator for obtaining the
true GE values based on wavelets analysis has
been developed.

Database for drought and salt inducible genes in rice
has been developed. An information management
system has been developed on SNPs associated
with economically important traits in Indian goats.

A web based software for NGS analysis and
annotation entitled “High Performer Computation
for Differential expression, Annotation
& Transcriptome Assembly” (hpcDATA) has been
deployed on Institute server, available over LAN, for
testing (URL: http://192.168.7.45:8084/hpcDATA).
The developed software is capable of De-Novo
assembly of transcriptome sequence data. The
workflow includes SRA toolkit, FastQC, Trimometic,
trinity and Rsem tools. Altogether across above
tools, approximately 100 parameters have been
customized tested and included in this pipeline. It can
be also used for reference based analysis (workflow)
of transcriptome data, which includes: SRA toolkit,
FastQC, Trimmomatic, Bowtie, Tophat, Cufflink and
Cuffdiff tools in the pipeline. Italso include modules on
“Differential gene identification module”, “Annotation
Module” and “Project monitoring module”.

Onion Genomic Resource (http://webtom.cabgrid.
res.infogr/) has been developed as the open web
resource freely accessible and hosts comprehensive
information of assembly of available onion ESTs
from public domain as well as the transcriptome
data from Allium cepa with their annotations and
functional significance.

DIRProt: A web server for discriminating the
insecticide resistance proteins from non-resistant
proteins  (http://cabgrid.res.in:8080/dirprot/) has

been developed and can be used for discriminating
the insecticide resistance proteins from non-resistant
proteins. Here, four types of resistance proteins
encoded by four categories of insecticide resistance
genes viz., Cytochrome P450, Acetylcholinesterase
(AChE), Knock down resistance (KDR), resistance
to dialdrin (RDL) have been considered. The server
has been trained with DPC features i.e., di-peptide
composition (DPC). Moreover, the SVM machine
learning technique with the RBF kernel is used in
the background for prediction purpose.

Developed R package WaveletLongMemory and
successfully uploaded in CRAN.

Developed a computational method for species
identification using DNA barcode. Based on this
approach, a web server SPIDBAR (http://cabgrid.
res.in:8080/spidbar/) has also been developed for
easy identification of species by the taxonomist.

Developed a computational tool DCDNC (http://
cabgrid.res.in:8080/DCDNC/) for discrimination
of CDS sequence from intronic sequence, based
on the sequence features derived with regard to
methylation mediated substitution and spontaneous
deamination. This tool has been validated in Cattle
and Rice dataset. By using this server, user will
get the output in terms of probability with which
the submitted test sequence is predicted as coding
sequence.

Developed a web server iAMPpred (http://cabgrid.
res.in:8080/amppred/) for predicting the propensity
of a candidate peptide as antibacterial, antiviral or
antifungal with certain probability. The performance
of this server was found comparable with the existing
tools (AntiBP, CAMP2, AntiBP23, AVPpred4, iAMP-
2L, ClassAMP6 and EFCFCBF7) meant for prediction
of anti-microbial peptides. The antimicrobial peptides
predicted by this server will help enable the designing
of peptide based antibiotics.

An R package, dhga was developed and available
at https://CRAN.R-project.org/package=dhga for the
users.

An R package, BootMRMR was developed
and available at https://CRAN.R-project.org/
package=BootMRMR for the users.

An R package, GSAQ was developed and available
at https://CRAN.R-project.org/package=GSAQ for
the users.

GinMicrosatDb: A Genome-Wide Microsatellite
Markers Database for Sesame (Sesamum Indicum
L.) has been developed (http:/backwin.cabgrid.res.



in: 8080/Gingelly7). Whole genome sequencing of
sesame variety ‘Swetha’ was used for development
of microsatellite markers so as to ensure availability
of substantial number of polymorphic markers for
use in marker assisted breeding programs.

An online portal named ‘Krishi Vigyan Kendra
Knowledge Network’ has been developed to
disseminate knowledge and information from KVKs
to farmers. It has been hosted at ICAR — IASRI data
center and available at URL (http://kvk.icar.gov.
in/). It is a single window platform which provides
information about KVK, package of practices related
to agriculture and allied sector, facilities at KVKs,
details of events organized by KVKs and agricultural
contingency plan for most of the districts of India.
The portal has an integrated query module including
simple and advance search facilities. Monitoring
facility has been developed in the portal for ATARIs
and ICAR Extension division. State wise and ATARI
wise monitoring reports have been developed
for KVK Profile, Events, Facilities and Package
of Practices. KVKs can upload, view and update
Monthly Progress Report (MPR) and Agriculture
Extension MPR (AE-MPR) reports through the
portal. ATARIs can view the consolidated reports of
MPR and AE-MPR of the KVKs under their office.
A live cluster map has been incorporated into the
portal to keep track of the users. More than 6 lakh of
users have already visited this portal. A Dashboard
monitoring system for various components of portal
has been developed.

A KVK Mobile App for the farmers has been
developed in the Android platform. The app is
available at Google Play Store and consists of
the following functionalities: KVK, Facilities,
Package of Practices, Send Query, Upcoming
Event, Past Event, Weather Advisory, Market,
Change KVK and KVK Portal. Farmers can ask any
farm related query to the experts in KVK and get
solution for that through this app. ICAR Email Ids
for all KVK Heads have been created. A separate
mailbox has been created for providing support to
the portal users.

ICAR-ERP has been implemented in 111 Institutes of
ICAR including ICAR Headquarters and Agricultural
Scientist Recruitment Board. For the effective
implementation of ICAR-ERP, six knowledge
enhancement trainings on HRMS & Payroll and
SCM modules have been organized at five different
locations. Institute specific training on ICAR-ERP
have been organized at IASRI. The Payroll Module

Executive Summary

was successfully customized as per the 7th CPC and
salary through ERP system has been disbursed by
47 Institutes. The Expenditure report on cash basis
has been customized, tested and demonstrated to
Finance Division of ICAR Headquarters.

Online Application System for Ph.D. entrance
examination of IARI has been developed as a
module of the MS-PGE system. About 3300 students
registered with the system since its launching in
2017. Multiple reports as per the requirements of
the PG School, IARI for allocating the examination
center and for validating the participants have been
generated. Support has been provided to solve the
queries of the various users’ w.r.t. application filling
to candidates as well as for other modules such as
student registration and result uploading.

Academic Management System has been developed
for CIFE, Mumbai. Production instance of the system
(NDRI Academic Management System) is installed
and development of master database has been
started. Production instance of the system (IVRI
Academic Management System) is installed and
development of master database has been started.

Personnel Management System for managing the
cadre strength and transfer of the scientific staff has
been developed and implemented in ICAR. Design
and development of web based application on
Results framework document management system
in ICAR has been completed.

All the existing solutions developed by IASRI for
the Education Division of ICAR have been merged
under the umbrella of Agriculture Education Portal
of ICAR. Additional new initiatives like development
of student portal has been started. A web responsive
homepage has been developed and made available
on Internet at http://feducation.icar.gov.in. The
new additional functionalities added to the portal
includes: Statement of Expenditure (SoE) sub
module under Budget Module for uploading SoE of
each component; Demand of funds and guidelines
sub module for uploading demand under each
component is developed to facilitate filling of funds
under different heads by the University Nodal Officer
and multiple new reports to track the demand of
funds for each module and release of funds by the
Education Division. All the reports have been made
browser compatible and can be viewed in Internet
Explorer, Google Chrome and Mozilla Firefox.
A number of reports have also been made web
responsive for viewing on mobile phones/tablets.
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Introduction

ICAR-Indian  Agricultural  Statistics Research
Institute (IASRI) is a pioneer Institute of Indian
Council of Agricultural Research (ICAR) undertaking
research, teaching and training in Agricultural
Statistics, Computer Application and Bioinformatics.
Ever since its inception way back in 1930, as small
Statistical Section of the then Imperial Council of
Agricultural Research, the Institute has grown in
stature and made its presence felt both nationally
and internationally. ICAR-IASRI has been mainly
responsible for conducting research in Agricultural
Statistics and Informatics to bridge the gaps in
the existing knowledge. It has also been providing
education/ training in Agricultural Statistics and
Informatics to develop trained manpower in the
country. The research and education is used in
improving the quality and meeting the challenges
of agricultural research in newer emerging areas.
The Institute has been awarded an 1ISO 9001:2008
certificate in the year 2013. ICAR Data Centre
established at ICAR-IASRI acquired the certification
for ISO/IEC 20000 & ISO/IEC 27001 in October,
2015. ISO 20000:2011 & ISO 27001:2013 External
Surveillance Audit was successfully completed at
ICAR Data Centre on September 19, 2016 and it was
recommended for continuation of the 1ISO 20000-
1:2011 & ISO 27001:2013 standard by the BSI.

® |CAR Data Centre has been continuously
providing the Unified Communication (Email,
Audio, Video, Web conference etc.) and
Webhosting service to ICAR and its Institutes.

® The Institute has used the power of Statistics, as
a science, blended judiciously with Informatics
and has contributed significantly in improving the
quality of Agricultural Research. To convert this
vision into a reality, the Institute has set for itself

a mission to undertake research, teaching and
training in Agricultural Statistics and Informatics
so that these efforts culminate into improved
quality of agricultural research and also meet
the challenges of agricultural research in newer
emerging areas. The present main thrust of the
Institute is to conduct basic, applied, adaptive,
strategic and anticipatory research in Agricultural
Statistics and Informatics, to develop trained
manpower and to disseminate knowledge
and information produced so as to meet the
methodological challenges of agricultural
research in the country.

The Institute has made its presence felt in the
National Agricultural Research and Education
System (NARES). The Institute feels proud to
have established the first supercomputing hub
for Indian Agriculture, ASHOKA (Advanced
Super-computing Hub for OMICS Knowledge in
Agriculture). Linkages have been established with
all National Agricultural Research organizations
for strengthening statistical computing. For
providing service oriented computing for the
users, Indian NARS Statistical Computing
portal has been developed. Appropriate
statistical techniques have been developed
and recommended to researchers through
advisory services. The Institute is also becoming
progressively a repository of information on
agricultural research data with the establishment
of a Data Centre. The Institute also occupies a
place of pride in the National Agricultural Statistics
System (NASS) and has made several important
contributions in strengthening NASS, which has
a direct impact on the national policies. The
Institute has contributed significantly by providing
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excellent human resource to NARES in the
country in the disciplines of Agricultural Statistics
and Informatics for meeting the challenges of
Agricultural Research in the newer emerging
areas. Conducting post graduate teaching and
in-service courses in Agricultural Statistics,
Computer Application and Bioinformatics for
human resource development is an important
activity.

the Institute in different areas of Agricultural Statistics
and Informatics are outlined below.

Design of Experiments

The Institute has made many notable contributions
in both basic research and innovative applications
of the theory of statistical designs and analysis of
experimental data. Some of the areas are:

® Designs for single factor experiments which
The Institute has made some outstanding include variance balanced, efficiency balanced,
and useful contributions to research in and partially efficiency balanced designs; designs
Agricultural Statistics in the fields like DeSign of for tests versus Contro|(s) Comparisons; designs
Experiments, Statistical Genetics, Forecasting for multi-response experiments; crossover
Techniques, Statistical Modelling, Sample designs; designs with nested structures;
Surveys, Econometrics, Computer Applications neighbour balanced designs; optimality and
in Agriculture, Software Development, etc. robustness aspects of designs.
The Institute has conducted basic and original ) ) ) )
research on many topics of interest and has ¢ Pe3|gns for muIt|-factor- experiments Wh_'Ch
published number of papers in national and include confognded deggns for syrpmetrpal
international journals of repute. The Institute has and a.symmetrlcal factorials; block deSIgnS.WIth
been providing and continues to provide support faF:tor|a| strucj(ure; respon§e surface de.S|gns,
to the NARES by way of analyzing voluminous mlxture experiments for smglg and multifactor
data using advanced and appropriate analytical experiments;  orthogonal main effe.ct plans;
techniques. It has also been very actively orthogonal arrays; supersaturated designs.
pursuing advisory services that have enabled ® Designs for bioassays; designs for microarray
to enrich the quality of agricultural research in experiments and designs for agroforestry
the NARES. Besides, many projects funded experiments.
by Government and Public Sector agencies ® Diagnostics in designed field experiments
like Department of Science and Technology, '
Directorate of Economics and Statistics, Ministry ® Computer aided construction of efficient designs
of Agriculture, Planning Commission, Ministry for various experimental settings; etc.
of Statistics and Programme Implementation ® For dissemination and e-advisory on designed
(MoS&PI), Coconut Development Bt?ard have experiments, developed a Design Resources
been undertaken. Some of these projects were Server (www.iasri.res.in/design) which is
taken.on request from several Government being viewed throughout the globe and used
agencies and others were awarded through extensively in NARES.
competitive bidding. This has helped the Institute
inresource generationas well. The Instituteworks ~ ® Web solutions for generation of experimental
in close collaboration with NARES organizations designs and online analysis of experimental data
and "many projects are being run in collaboration for different experimental settings.
with All India Co-ordinated Research Projects o The scientists of the Institute participate actively
and ICAR Institutes. Further linkages with the in planning and designing of experiments in the
CGIAR organizations such as CIMMYT, IRRI NARES and have also involved themselves in
and ICARDA have been developed. The institute the analysis of experimental data.
has been recently awarded a study by Food and

® Basic research work carried out on balanced

Agriculture Organization (FAO) under the Global
Strategy to Improve Agricultural and Rural
Statistics on improving methods for estimating
crop area, yield and production under mixed,
repeated and continuous cropping.

Significant Research Achievements

A brief discussion on the research achievements of

incomplete block designs, partially balanced
incomplete block designs, group divisible
designs, a-designs, reinforced a-designs,
square and rectangular designs, nested designs,
augmented designs, extended group divisible
designs, factorial experiments, response surface
designs, experiments with mixtures etc. have



been adopted widely by the experimenters in
NARES.

Designs for factorial experiments such as
response surface designs and experiments with
mixtures have been used for food processing
and value addition experiments; soil test crop
response correlation experiments; experiments
with fixed quantity of inputs and ready to serve
fruit beverage experiments; etc.

Analytical techniques based on mixed effects
models and biplot developed for the analysis of
data generated from Farmers Participatory Trials
for resource conservation agriculture have been
used by rice-wheat consortium for Indo-Gangetic
plains for drawing statistically valid conclusions.

Analytical techniques for the analysis of data
from the experiments conducted to study the
post harvest storage behaviour of the perishable
commodities like fruits and vegetables are being
widely used in NARES.

Planning, designing and analysis of data relating
to experiments under AICRPs on (i) Integrated
Farming System (IFS); (ii) Long Term Fertilizer
Experiments (LTFE); (iii) Soil Test Crop Response
Corelation (STCR); (iv) Rapeseed and Mustard;
(v) Sorghum; (vi) Wheat and Barley and (vii)
Vegetable Crops.

Sample Surveys

The subject of sampling techniques helps in providing
the methodology for obtaining precise estimators
of parameters of interest. The Institute is involved
in evolving suitable sample survey techniques for
estimation of various parameters of interest relating
to crops, livestock, fishery, forestry, horticulture,
perishable commodities like flowers, vegetables and
allied fields.

Significant contributions have been made
in theoretical aspects of sample surveys
like successive sampling, systematic sampling,
cluster sampling, sampling on successive
occasions, sampling with varying probabilities,
controlled selection, balanced sampling plans,
ranked set sampling, nonsampling errors,
analysis of complex surveys, various methods of
estimation such as ratio, regression and product
methods of estimation, use of combinatorics in
sample surveys and of late small area estimation
as well as use of calibration approach in
developing improved estimators.

Introduction

The methodology for General Crop Estimation
Surveys (GCES), cost of cultivation studies for
principal food crops, cash crops and horticultural
crops, Integrated Sample Surveys (ISS) for
livestock products estimation, fruits and vegetable
survey are being adopted throughout the country
and many Asian and African countries.

Methodology based on small area estimation
technique for National Agricultural Insurance
Scheme, also called Rashtriya Krishi Bima
Yojana, suggested by the Institute has been pilot
tested in the country.

The sample survey methodology for imported
fertilizer quality assessment, estimation of fish
catch from marine and inland resources, flower
production estimation, area and production of
horticultural crops estimation, etc. has been
developed and passed on to the user agencies.

Integrated methodology for estimation of multiple
crop area of different crops in North Eastern Hilly
Regions using Remote Sensing data has been
developed.

Sampling methodology for estimation of post-
harvest losses has been successfully adopted
in AICRP on Post-Harvest Technology for
Assessment of Post-Harvest Losses of Crops/
Commodities.

Reappraisal of sampling methodologies,
evaluation and impact assessment studies
like studies to make an assessment of
Integrated Area Development programmes,
High Yielding Varieties programmes, Dairy
Improvement programmes, Evaluation of cotton
production estimation methodology etc. have
been undertaken. Most of the methodologies
developed are being adopted for estimation of
respective commaodities by the concerned state
departments.

Institute is regularly publishing the Agricultural
Research Data Book since 1996. It contains
information pertaining to agricultural research,
education and other related aspects compiled
from different sources.

For providing e-advisory and e-learning in sample
surveys, initiated a Sample Survey Resources
Server (http://js.iasri.res.in/ssrs/) which also
provides calculator for sample size determination
for population mean and population proportion
among other material.
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Statistical Genetics and Genomics

The Institute has made significant contributions
in statistical genetics/ genomics for improved
and precise estimation of genetic parameters,
classificatory analysis and genetic divergence etc.

® Developed procedures for estimation of genetic
parameters; construction of selection indices;
studying G x E interactions; progeny testing and
sire evaluations; detection of QTLs, classification
of genotypes using molecular marker data, etc.

® The modification in the procedure of estimation
of genetic parameters has been suggested for
incorporating the effect of unbalancedness,
presence of outliers, aberrant observations and
non-normality of data sets.

® Procedures for studying genotype environment
and QTL environments interactions have been
used for the analysis of data generated from
crop improvement programmes.

® The research work on construction of selection
indices, progeny testing and sire evaluation have
been used for animal improvement programmes.

® The Institute has initiated research in the newer
emerging area of statistical genomics such as
rice genome functional elements information
system; comparative genomics and whole
genome association analysis. The establishment
of a National Agricultural Bioinformatics Grid
(NABG) is a landmark in this direction.

® A number of databases and web services have
been developed which include pigeonpea
microsatellite database, buffalo microsatellite
database, genome sequence submission portal,
biocomputing portal, livestock EST database,
insect barcode database, tomato microsatellite
database, goat microsatellite database.

® Supercomputing  facility (High Performance
Computing System) has been established for
biological computing and bioinformatics.

Statistical Modelling and Forecasting for
Biological Phenomena

Statistical modelling of biological phenomena is
carried out by using linear and non-linear models,
non-parametric regression, structural time series,
fuzzy regression, neural network and machine
learning approaches.

® Developed models for pre-harvest forecasting of
crop yields using data on weather parameters;
agricultural inputs; plant characters and farmers’
appraisal.

® Models have been developed using weather
and growth indices based regression models,
discriminant function approach, markov chain
approach, bayesian approach, within year growth
models and artificial neural network approach.

® Methodologies for forewarning important pests
and diseases of different crops have been
developed which enable the farmers to use plant
protection measures judiciously and save cost
on unnecessary sprays.

® Methodology developed for forecasting based
on weather variables and agricultural inputs was
used by Space Application Centre, Ahmedabad
to obtain the forecast of wheat yield at national
level with only 3% deviation from the observed
one.

® Models developed for forewarning of aphids
in mustard crop were used by Directorate of
Rapeseed and Mustard Research, Bharatpur to
provide forewarning to farmers which enabled
them to optimize plant protection measures.
and save resources On unnecessary sprays
consecutively for three years.

® Forecasting of volatile data has been attempted
through non-linear time series models. Such
models were developed for forecasting onion
price, marine products export, lac export, etc.

® Non-linear statistical models were developed
for aphid population growth and plant diseases.
Modelling and forecasting of India’s marine
fish production was carried out using wavelet
methodology. The models developed have
potential applications in long term projections of
food grain production, aphid population, marine
fish production, etc.

® The Technology Forecasting methods such as
scenario creation, Delphi survey and cross-
impact analysis, technology road-mapping,
analytic hierarchy process (AHP) etc. have been
employed in various sub-domains of agriculture.

® (Created a web solution for estimation of
compound growth rate and several other
resources.

The Institute has made significant contributions in
understanding the complex economic relationship
of the factors like transportation, marketing, storage,
processing facilities; constraints in the transfer
of new farm technology to the farmers field under
different agro-climatic conditions of the country.

® Some of the important contributions of the
Institute are measurement of indemnity and



Introduction

premium rates under crop revenue insurance, data regarding the proposed targets and the
production efficiency and resource use, impact achievements for the half yearly period. It enables
of micro-irrigation, technological dualism/ to monitor online progress of the scientists,
technological change, return to investment manpower status, research projects, prioritized
in fisheries research and technical efficiency activities and salient research achievements at
of fishery farms, the impact of technological institute/SMD/ICAR level.

interventions, price spread and market
integration, price volatility and a study on the
dietary pattern of rural households.

® Strengthened Statistical Computing facilities in
NARS, helped in capacity building in the usage
of high end statistical computing and developed
Indian NARS Statistical Computing Portal for

Information Communication Technology providing service oriented computing to the

ICAR-IASRI is pioneer in introducing computer researchers of NARES, which has paved the
culture in agricultural research and human resource way for publishing agricultural research in high
development in information technology in the ICAR. impact factor journals.

The Institute has the capability of development of
Information Systems, Decision Support Systems
and Expert Systems. These systems are helpful in
taking the technologies developed to the doorsteps
of the farmers.

® A number of software and web solutions have
been developed for the agricultural research
workers: Statistical Package for Agricultural
Research (SPAR) 2.0, Statistical Package for

_ _ _ Block Designs (SPBD) 1.0, Statistical Package
® The Institute has developed information system for Factorial Experiments (SPFE) 1.0, Statistical

for designed experiments  which includes Package for Augmented Designs (SPAD) 1.0,

agriculturalfield experiments, animal experiments
and long term fertilizer experiments conducted in
NARES as research data repositories.

A comprehensive Personnel Management
Information System Network (PERMISnet) has
been implemented for the ICAR for manpower
planning, administrative decision  making,
and monitoring. A Project Information and
Management System Network (PIMSnet) was
developed and implemented for concurrent
monitoring and evaluation of projects. This is
being developed as a Project Information and
Management System for all ICAR projects. A
National Information System on Agricultural
Education Network in India (NISAGENET) has
been designed, developed and implemented so
as to maintain and update the data regularly on
parameters related to agricultural education in
India.

Online Management System for Post Graduate
Education has been developed and implemented
for PG School, IARI, New Delhi. The Institute
has taken a lead in the development of Expert
Systems on wheat crop, maize crop and seed
spices. AgriDaksh has been developed for
facilitating the development of expert systems
for other crops.

Web based software for Half Yearly Progress
Monitoring (HYPM) of scientists in ICAR
(http://hypm.iasri.res.in) has been developed
and implemented for online submission of

11

Software for Survey Data Analysis (SSDA)
1.0, Statistical Package for Animal Breeding
(SPAB) 2.1, Online Analysis of Block Designs,
Web Generation and Analysis of Partial Diallel
Crosses, Web Generation of Designs Balanced
for Indirect Effects of Treatments etc.

® A Vortal has been designed and developed
to facilitate online management of all training
programs [Centre for Advanced Faculty Training
(CAFT), Summer-Winter Schools (SWS) and
Short Courses (21/10 days duration)] under
Capacity Building Program (CBP) sponsored by
Agricultural Education Division, ICAR.

® For providing transparency in day to day work of
the ICAR/Institute, ICAR-ERP system has been
implemented with the Financial Management,
Project Management, Material Management,
Human Resource Management and Payroll
System modules. The system is hosted on IASRI
website and can be accessed through URL http://
icarerp.iasri.res.in. It can also be visited through
http://www.iasri.res.in/misfms/.

Human Resource Development

One of the thrust areas of the Institute is to develop
trained manpower in the country in the disciplines
of Agricultural Statistics and Informatics for meeting
the challenges of agricultural research in the newer
emerging areas

® The Institute conducts degree courses leading
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to M.Sc. and Ph.D. in Agricultural Statistics,
Computer Application and Bioinformatics in
collaboration with Indian Agricultural Research
Institute (IARI), New Delhi.

® The Institute is functioning as a Centre of
Advanced Studies in Agricultural Statistics
and Computer Application (CAS) re-named as
Centre of Advanced Faculty Training (CAFT).
Under this programme, the Institute organizes
training programmes on various topics of interest
for the benefit of scientists of NARES. These
training programmes cover specialized topics of
agricultural sciences.

® The Institute conducts the Senior Certificate
Course in Agricultural Statistics and Computing.
This course is of six months duration and lays
more emphasis on statistical computing using
statistical software. The course is divided into
two modules viz. (i) Statistical Methods and
Official Agricultural Statistics, and (i) Use of
Computers in Agricultural Research, of three
months duration each.

® Thereisanotherform oftraining course, which are
tailor made courses and are demand driven. The
coverage in these courses is need based and the
courses are organized for specific organizations
from where the demand is received. The Institute
has conducted such programmes for Indian
Council of Forestry Research, Indian Statistical
Service probationers, State Department of
Agriculture and senior officers of Central
Statistical Office and many other organizations.

® The Institute has also conducted several
international training programmes on request
from FAO, particularly for African, Asian and
Latin American countries.

® The Institute has broadened the horizon of
capacity building by opening its doors to he
international organizations and agro-based
private sector. The Institute has conducted
training programmes for the scientists/research
personnel of CGIAR organizations such as
ICARDA, AARDO, Rice-Wheat Consortium for
Indo-Gangetic plains, Government Officials from
Afghanistan etc..

Infrastructural Development

As the activities of the Institute have expanded
in all directions, the infrastructure facilities are
also expanding. An important landmark in the
development of the Institute was the installation of an

IBM 1620 Model-Il Electronic Computer in 1964. A
third generation computer Burroughs B-4700 system
was installed in March 1977 and then replaced in
1991 by a Super Mini COSMOS-486 LAN Server
with  more than hundred nodes consisting of
PC/ AT’s, PC/XT’s and dumb terminals all in a LAN
environment. Later, COSMOS-486 LAN Server was
replaced by a PENTIUM-90 LAN Server having
state-of-art technology with UNIX operating system.
Computer laboratories equipped with PCs, terminals
and printers, etc. had been set up in each of the six
Scientific Divisions as well as in the Administrative
Wing of the Institute.

Keeping pace with the emerging technologies in the
area of Information Technology (IT), the computing
infrastructure have been constantly upgraded/
replaced with newer platforms and versions.
The computing environment in the Institute has
latest computing and audio visual equipments i.e.
High Performance Computing having 144 cores
Intel HPC cluster, rack mount & redundant SMPS
servers, workstations, desktops, laptops, netbooks,
documents printing & scanning, DVD duplicator,
visualiser and wireless multimedia projectors etc.
The Institute is also well equipped with 100 MBps
bandwidth fiber optics backbone wired and wireless
networking campus.

The first supercomputing hub for Indian Agriculture
ASHOKA (Advanced Super-computing Hub for
OMICS Knowledge in Agriculture) established at
IASRI, was dedicated to the Nation on 15 January
2014. In order to provide access to this advanced
computing facility to researchers, a National Bio-
Computing Portal has been launched through which
authenticated users will be able to perform their
biological data analysis. This portal consists of
number of computational biology and agricultural
bioinformatics software/workflow/pipelines which
will be able to automate routine biological analytics
in seamless manner. This super-computing hub
consists of hybrid architecture with high performance
computing having (i) 256 nodes Linux cluster with two
masters, 3072 cores and 38 Tera Flops computing,
(i) 16 nodes windows cluster with one master,
(iii) 16 nodes GPU cluster with one master with192
CPUs + 8192 GPUs and (iv) SMP based machine
with 1.5 TB RAM. Also, this hub has approximately
1.5 Peta Byte storage divided into three different
types of storage architecture i.e. Network Attached
Storage (NAS), Parallel File System (PFS) and
Archival. This hub also consists of super-computing
systems (16 node Linux cluster with one master
and 40 TB storage) at National Bureaux of



Plant Genetic Resources (NBPGR) New Delhi,
National Bureaux of Animal Genetic Resources
(NBAGR) Karnal, National Bureaux of Fish Genetic
Resources (NBFGR) Lucknow, National Bureaux
of Agriculturally Important Microbes (NBAIM) Mau
and National Bureaux of Agriculturally Important
Insects (NBAII), Bangalore which forms a National
Agricultural Bioinformatics Grid in the country.

There are various labs in the Institute for dedicated
services like ARIS lab for ftraining, Statistical
computing lab, Student lab and Centre of Advanced
Study lab. An Agricultural Bioinformatics Lab
(ABL) fully equipped with software and hardware
to study crop and animal biology with the latest
statistical and computational tools was also
established. Business Intelligence Server has
also been installed for statistical computing for
NARES. A laboratory on Remote Sensing (RS) and
Geographic Information System (GIS) was created
in the Institute. The laboratory is equipped with latest
state-of-art technologies like computer hardware
and peripherals, Global Positioning System (GPS),
software like ERMapper, PCARC/INFO, Microstation
95, Geomedia Professional, ARC/INFO Workstation
and ERDAS Imagine with the funds received through
two AP Cess Fund projects. This computing facility
has further been strengthened with the procurement
of ARC-GIS software.

Some of the important available software are SAS
9.2, 9.3, 94 JMP 8.0, 9.0, 10.0 JMP Genomics
4.0, 5.1, 6.0, SAS BI Server 4.2, SPSS, SYSTAT,
GENSTAT, Data warehouse software — Cognos,
SPSS clementine, MS Office 2007, Linux OS, MS
Visual Studio.net, MS-SQL Server, Microsoft SQL
DBMS, Microsoft Exchange 2013, Microsoft Lync
2013, Unix based AIX Operating System, Oracle,
Oracle Fusion Middleware 12C, Oracle ERP
Release 12.1.3, Macro-Media, E-views, STATISTICA
Neural Networks, Gauss Software, Minitab 14, Maple
9.5, Matlab, Web Statistica, Lingo Super, Discovery
Studio, CLC Bio, SAS Modules of Text Mining and
Data Management & Integration, ArcGIS among
others

A laboratory has been created in the Computer
Division to facilitate training. The laboratory is
equipped with 25 desktop computers with digital
board. It has centralized AC facility. Another video-
conferencing lab has been setup to facilitate video-
conferencing. Network Operating Centers (NOC)
have been created in the ground and second floor
of the computer center building to manage the
computing infrastructure and services. Auditorium
of the institute has been renovated with latest
infrastructure.
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Local Area Network of IASRI has been strengthened
with state of art Ethernet Passive Optical Network
(EPON) with 344 nodes. The technology has triple
play service Data, Video and Voice with modular
planning. The networking services at IASRI have
been further strengthened. The entire IASRI campus
is Wi-Fi enabled with a high speed internet connection
to allow the staff and students to access the internet
no-matter wherever they are. The coverage of Wi-Fi
is not only restricted to labs but also extends to all
the areas including library, auditorium and hostels.

The Institute’s domain service like Primary and
Secondary DNS, Domain (iasri.res.in) Website
(http://www.iasri.res.in), Live E-mail services, more
than 462 network nodes and number of various
Online Information Systems are being developed
and maintained by the Institute.

ICAR Data Centre was inaugurated by Union
Agriculture & Farmers Welfares Minister at IASRI on
21%t December, 2016. About 40 website have been
launched in Data Centre.

Krishi Vigyan Kendra Knowledge Network Portal
and KVK Mobile APP (http://kvk.icar.gov.in) have
been developed to disseminate knowledge and
information from KVKs to farmers. KVK Portal was
launched on 8th July 2016 and KVK Mobile APP
was launched on 21st December, 2016 by the Union
Agriculture & Farmers Welfare Minister.

The Library of ICAR-IASRI is considered as a
well known and specialized library in terms of its
resources in the form of print and electronic format
in the field of agricultural statistics, computer
applications, bioinformatics and allied sciences. It
is recognized as one of the regional libraries under
NARES with best IT agricultural library under ICAR
system. During the Xl Plan period, the library has
undergone changes in terms of its resources. It has
strengthened the resource base in terms of core
foreign journals. With procurement of online and
CD-ROM bibliographical databases the awareness
for the use of databases has increased and users
are able to access scientific information in the field
of their interest quickly by clicking of a button. All
housekeeping activities of the library have been
computerized and bar-coded and all bonafide library
users have been issued electronic membership
cards and all Ph.D. and M.Sc. Thesis have been
digitized and given access to users through LAN.
Library of the Institute got associated with CERA in
terms of electronic document delivery services. The
library reading room has been renovated with 5 split
air conditioners to provide congenial environment
for readers. All library users were given training to
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access on-line services available in the library.

ICT Infrastructure and Unified Messaging and Web
Hosting facilities have been created. The facilities
provide email solution for all employees of ICAR with
features of unified messaging at desktop of users.
Web hosting environment facilitates use of website/
applications developed by ICAR institutes.

There are three well-furnished hostels, viz. Panse
Hostel-cum-Guest House, Sukhatme Hostel and
International Training Hostel to cater to the residential
requirements of the trainees and students.

Organizational Set-up

The Institute is having six Divisions, one Unit
and three Cells to undertake research, training,
consultancy, documentation and dissemination of
scientific output.

Divisions

® Design of Experiments

Statistical Genetics

Forecasting and Agricultural Systems Modeling
Sample Surveys

Computer Applications

Centre for Agricultural Bioinformatics [CABIn]
Unit

® |[nstitute Technology Management Unit (ITMU)
Cells

® Prioritization, Monitoring and Evaluation (PME)
Cell

® Training Administration Cell (TAC)
® Consultancy Processing Cell (CPC)

Financial Statement

The Institute was able to ensure optimal utilization of
funds available in the budget. The actual utilization
of the budget both under plan and non-plan is
furnished as:

Budget Allocation vis-a-vis Utilization (2016-17) Institute Plan & Non-Plan

Head of Account Allocation Expenditure
Non-Plan Plan Non-Plan Plan

Pay & Allowances+Pension & 2894.75000
other retirement benefits

TA 6.00000
OTA 0.05000
HRD 3.00000
Fellowship 68.00000
Research & Operational 7.19000
Equipments 7.00000
Information Tech 0.00000
Furniture 1.00000
Works 0.00000
Library 0.00000
Loan & Advances 11.00000
Administrative Exp. 580.95000
Guest House Maintenance 2.25000
Other Miscellaneous 0.00000
Total 3581.19000

0.00000 2887.06181 0.00000
13.47000 4.23000 12.73625
0.00000 0.05000 0.00000
10.77000 2.98911 8.22155
0.00000 66.84967 0.00000
29.22000 6.12543 27.31735
13.94000 2.59761 11.99408
0.00000 0.00000 0.00000
0.00000 0.98559 0.00000
0.00000 0.00000 0.00000
35.91000 0.00000 0.20336
0.00000 2.19000 0.00000
153.51000 567.17123 149.13117
0.00000 1.34059 0.00000
852.84000 0.00000 852.80781
1109.66000 3541.59104 1062.41157

Staff Position (as on 31 March 2017)

Director 1 1
Scientific 130 67
Technical 215 57
Administrative 84 61
Canteen 14 8
Skilled Supporting Staff 78 36
Total 522 230
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Research Achievements

The set research targets of the Institute are
being implemented by six divisions, viz. Design of
Experiments, Sample Surveys, Statistical Genetics,
Forecasting and Agricultural System Modelling,
Computer Applications and Centre for Agricultural
Bioinformatics. The basic, applied, adaptive and
strategic research in Agricultural Statistics and
Informatics is carried out under following six broad
programmes that cut across the boundaries of the
divisions and encourage interdisciplinary research:

1. Development and Analysis of Experimental
Designs for Agricultural System Research

2. Forecasting,
Techniques in
Phenomena

Modelling and  Simulation
Biological and Economic

3. Development of Techniques for Planning and
Execution of Surveys and Statistical Applications
of GIS and Remote Sensing in Agricultural

Systems
4. Development of  Statistical  Techniques
for  Genetics/Computational  Biology and

Applications of Bioinformatics in Agricultural
Research

5. Development of
Research

Informatics in Agricultural

6. Teaching and Training in Agricultural Statistics
and Informatics

Programme-1: Development and
Analysis of Experimental Designs for
Agricultural System Research

ICAR Research Data Repository for
Knowledge Management as KRISHI-
Knowledge Based Resources Information
Systems Hub for Innovations in Agriculture

Strengthening and Maintenance of KRISHI
Page

® Strengthened and maintained KRISHI Portal
(http://krishi.icar.gov.in)-Knowledge based
Resources Information Systems Hub for
Innovations in Agriculture consisting of six
repositories namely (i) Technology Repository
(i) Publication Repository (iii) Experimental Data
Repository (iv) Observational Data Repository
(v) Survey Data Repository and (vi) Geo-portal.

e KRISHI Portal has been enriched through
providing links of several online resources
available/developed at different ICAR institutes.
Total number of links from ICAR and other
sources on the KRISHI Portal are 269 (as
against 134 reported last year) under 15 broad
headings.
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® An application for identifying the inactive links on
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KRISHI Portal has been developed and is being
used to notify to the respective Institutes. This
is a stand alone application and generates List
of “Inactive Links" in MS-Word file on Computer
Desktop. This can be used for other applications
as well. Some screen shots are given in the
sequel.

Checljrg Links._.
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ICAR-Publication and Data Inventory Repository

Prepared formats for meta data related to Data
Inventory and Publication Repository at ICAR
Institutes. Online module of Institutional Publication
and Data Inventory Repository has been prepared
in DSpace 5.5 in JSPUI user interface and
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PostgrSQL Database. In authorization set up, nodal
officers from all 108 ICAR Institutes have been
included through MS Directory Server (by LDAP:
Light Directory Access Protocol) for submitting and
reviewing the information being uploaded. Here
the User ID and Password would be same as in
ICAR.GOV.IN domain. Other researchers from
NARES can be added using DSpace database
authentication once they register through browser.
While authenticating through database, it will not be
possible to have same user ID and password as in
ICAR.GOV.IN domain. These repositories are being
enriched through populating data by Nodal Officers
and other researchers. As of now, 2503 publications
and 117 datasets have been submitted from 76
Institutes. 124 researchers other than Nodal Officers
have registered themselves as submitters.

Report Applications module was enriched through
provision of generating Institute wise and collection
wise list of submitters and list of embargo items
(all, current and expired) prepared and made
available under administration and nodal officer
authentications.
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1 ICAR Research Data Repository for Knowledge
Management
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Interportal Harvester: In order to bring various
agricultural research publications collected by various
organizations within and as well as outside of ICAR,
an Interportal Harvester (http://krishi.icar.gov.in/ohs-
2.3.1/) has been strengthened. Meta Data has been
harvested from 17 Open Archives Initiative Protocol
for Metadata Harvesting (OAI-PMH) protocol enabled
web applications viz. KRISHIKOSH, CMFRI Eprints,
NAARM Eprints, DSpice at ISR, Indian Agricultural
Research Journals, OAR@ICRISAT, ICRISAT
Dataverse, DSpace at IIT, Bombay; CSIR-NISCAIR;
CSIR-Madras Complex; NISCAIR Online Periodical
Repository; Shodhganga (a platform for research
students to deposit their Ph.D. theses), DSpace at
CIFT; ePrints at CFTRI; ICAR KRISHI Publication
and Data Inventory Repository, Electronic theses of
Indian Institute of Science; Open Access Repository
of Indian Theses: CSIR etc. Unified search is ready
for 17 repositories for 1,84,466 records (earlier
80847 reported last year).

Unit Level Data Repository

e Experimental Data Repository: (a) Efforts
were to made to digitize 45 Compendia Volumes
consisting of 23254 pages pertaining to National
Index of Agricultural Experiments 1948-1965 as
searchable PDF files and uplaoded at http://krishi.
icar.gov.infCompendia.jsp; (b) The Information
System developed for All-India Coordianted
Sorghum Improvement Programme (available
at http://www.aicsip.naarm.org.in) was used for
creating Kharif and Rabi Trials for the year 2015-
16. The number of trials for the current year using
the system is 13 and total number of locations
under which the trials are to be conducted would

AICRP on Farm Implements and Machinery
[AICRP-FIM)

-

Research Achievements

be 180 and total number of traits to be recorded
during the year in all the locations in these 13
trials is 2230. Layouts of all 180 trials are available
through on-line and the field preparations could
be taken up at individual locations even before
the seeds were received. The data recorded on
2230 traits would be received on-line, processed
and statistically analyzed using the same system
and (c) the experimental data for AICRP on Long
Term Fertilizer Experiments for the following 16
centres has been entered in the database: (i)
PDKYV, Akola(2012-13 to 2014-15); (ii) GKVK
UAS, Bangalore (2012-13 and 2013-14); (iii)
CRIJAF, Barrackpore (2010-11 to 2013-14); (iv)
OUAT, Bhubaneswar (2012-13 to 2013-14); (v)
TNAU, Coimbatore (2010-11 to 2014-15); (vi)
ICAR-IARI, New Delhi (2013-14 to 2015-16);
(vii) INKVV, Jabalpur (2012-13 to 2014-15); (viii)
RRS, ANGRAU, Jagatial (2011-12 to 2015-16);
(ix) Junagarh (2010-11 to 2014-15); (x) KAU,
Pattambi (2011-12 to 2014-15); (xi) CSKHPKY,
Palampur (2012-13 to 2013-14); (xii) GNPUA&T,
Pantnagar (2011-12 to 2013-14); (xiii)) MPKYV,
Prabhani (2013-14 to 2014-15); (xiv) IGKV,
Raipur (2010-11 to 2014-15); (xv) BAU, Ranchi
(2013-14 to 2014-15) and MPUA&T, Udaipur
(2011-12).

Based on the information received from different
AICRPs following websites have been made
functional: (i) AICRP on Farm Implements and
Machinery (http://aicrp.icar.gov.in/fim); (i) AICRP on
Post Harvest Engineering and Technology (http://
aicrp.icar.gov.in/phet/); (iii) AICRP on Long Term
Fertilizer Experiments (http://aicrp.icar.gov.in/ltfe/);

e AICRP on Sarghum

{AICRP-Sarghuam)
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AICRPF on lrrigation YWater Managemant
(AT RP-IYM)

(iv) AICRP on Sorghum (http://aicrp.icar.gov.
in/sorghum/); (v) AICRP on Irrigation Water
Management (http://aicrp.icar.gov.in/iwm/).

Observational Repository

Developed an application to harvest meteorological
data from http://www.aicrpam-nicra-aws.in/.
Anomalies in data harvested were reported to ICAR-
CRIDA, Hyderabad. ICAR-CRIDA, Hyderabad
after looking into the anomalies had informed that
the anomalies are due to the fact that most of the
AWS stations are under maintenance and confirmed
that following 10 AWS are functional : Andhra
Pradesh (Kurnool); Bihar (Nawada); Chattisgarh
(Mahasamund); Gujarat (Rajkot);  Himachal
Pradesh (Kullu, Sirmaur); Maharashtra (Nandurbar);
Nagaland (Phek); Rajasthan (Jodhpur); Tamil Nadu
(Namakkal). Data from these 10 AWS has been
made available under Observational repository
at http://krishi.icar.gov.in/ObservationData/ on the
following parameters: Temperature (oC); Relative
Humidity (%); Wind Speed (km/h); Wind Direction
(degrees); Rainfall (mm); Solar Radiation (MJ/m2):
March 31, 2017 onwards (two times a day).

¢

Observational Data Repository
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ICAR Geo-Portal

® |CAR-geoportal Ver 2 has been developed by

integrating all spatial layers in a single view for
easy understanding of user and implemented
Spatial layer level "query" for displaying user
queried features only. Updated the spatial
layers of "Vulnerability to Climate Change" and
"Standardized Precipitation Index" on the Geo-
portal. (i) Spatial layers of "Weekly Standardized
Precipitation Index" and "Seasonal Standardized
Precipitation Index" for 22 meteorological weeks
(28 May - 28 October 2016) have been added
on ICAR-Geo-portal; (ii) Land Use and land
cover based on ISRO data; (iii) Soil: (iiia) Major
Soil types: Mountaineous Soils, Red Soils; Black
soils, Alluvial Soils; (iiib) Salt Affected Soils; (iiic)
Flood Affected Soils (Data received from ICAR-
NBSSLUP, Nagpur); (iv) Net Irrigated Area
(000 ha) based on data from Statistical Year
Book 2013, CSO; (v) Active fires due to residue
burning between October 10 - November 20,
2016 detected using satellite data and added
Weekly Fire maps (for each week 31.10.2016-
3.12.2016); (vi) Rice and Wheat Yields in t/ha
(2008-09 to 2013-14); (vii) Livestock Census
2012 state wise for livestock population (Total
livestock, cattle, buffalo, goat, sheep and pig
in millions) and Equine (including Mule, Horse
and Donkey) Population in thousands; (vii)
Wheat weeds infestation: Anagallis Arvensis;
Chenopodium  Album; Cyperus Rotundus
and Phalaris Minor (Data received from
ICAR-DWR, Jabalpur); (viii) 13 Livestock
Diseases outbreaks during 2015 viz. Anthrax,
Babesiosis, Black Quarter, Blue Tonguer,
Enterotoxaemia, Fascioliasis, Foot and Mouth



Disease, Haemorrhagic Septicemia, Peste Des
Petits Ruminants, Sheep and Goat Pox, Swine
Fever outbreaks, Theileriosis, Trypansomiasis
and Livestock census 2012 state wise (data
received from ICAR-NIVEDI, Bengaluru); (ix)
Buffalo Breed Habitat (data received from ICAR-
NBAGR, Karnal) and (x) Real time Satellite
Images: Terra-1 (RGB); Aqua-1 (RGB); Metop-2
(FCC) and Noaa (FCC) (Data received from
ICAR-IARI, New Delhi) upload on Geo-Portal.

I ICAR NRISHI Ge{@Portal
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Research Achievements

Capacity Building and Sensitization

® To sensitize the nodal officers about the
ICAR Research Data Management Policy
and to discuss the future course of action for
implementation, second Workshop of Nodal
officers/Officer Incharge, Data Management was
organized at NASC Complex, New Delhi during
January 24-25, 2017. Following seven technical
sessions were organized during the workshop:
(i) Data Inventory Repository; (ii) Publication
Repository and Interportal Harvester; (iii)
ICAR Geo-Portal; (iv) Technology Repository;
(v) Unit Level Data Repository; (vi) Workflows
and IT Infrastructure and (vii) Hands on Training
on Institutional Publication Repository; Data
Inventory Repository and ICAR Geo-Portal.

® For sensitizing the researchers about the
guidelines for Data Management in ICAR
Institutes and spreading awareness about the
importance of digitisation of research data,
Sensitisation seminars have been organized in
20 more ICAR Institutes making it a total of 104.

® Sensitisation Programmes were organized by
respective Officer Incharge Data Management
at 104 ICAR institutes.

Policy Initiative

® As a policy initiative, the Council issued an
office order regarding inclusion of details of the
information regarding the data available with the
person and to whom it has been handed over
in “No Dues Proforma” on superannuation or
transfer of scientists/technical officers;

Visibility

® KRISHI-ICAR Research Data Portal has been
listed in the advertisement issued by Indian
Council of Agricultural Research on the occasion

of 88th Annual General Meeting of the ICAR
Society (February 16, 2017).

® Implemented customized search on Portal.
KRISHI Portal has attracted more than 38,000
page views across 1500 cities of 125 countries
(as per Google Analytics).

Minimal Response Surface Designs
(RSD) for Resource Optimization in
Agricultural Experiments

The procedure of randomization of the run
sequences is a technique commonly employed while
implementing RSD to avoid bias which may lead to
misinterpretation of the result. But this can induce a
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large number of changes in factor levels and thus
make experimentation expensive, time-consuming
and difficult. Hence, it is often desirable to execute
trials in response surface design such that the
number of input factor level changes is kept small
to make the experiment cost-effective. Plackett-
Burman designs have been explored to obtain
minimally changed run sequence and it has been
indeed possible to obtain minimum level changes
for some of the factors, keeping the total number of
changes fixed as the least. A general expression for
the total number of changes in the run sequences of
Plackett-Burman designs has been obtained. Using
a SAS macro, Plackett-Burman designs have been
generated. Minimally changed run sequences for
fitting response models incorporating indirect effects
have been investigated and it has been found that
minimally changed run sequences of 2k factorial is
ensuring the constancy of variance of the predicted
response.

Developed an R-software package, termed as
minimalRSD, for the generation of minimally
changed run sequence for Response Surface
Designs (RSDs) and hosted at https://cran.r-project.
org/web/packages/minimalRSD/ index.html.
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This package consists of three series of designs
viz., central composite designs (CCD)with full as well
as fractional factorial points (half replicate) and Box
Behnken designs (BBD) with minimally changed run
sequences.

Designing and Analysis of On-Farm
Research Experiments Planned under
AICRP on IFS (Integrated Farming Systems)

Agricultural research has traditionally been
undertaken at research stations where facilities of
experimentation are excellent and accessibility to
researchers is favourable. Any conclusions based
on the results of a group of experiments at research
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stations cannot be immediately recommended for
general adoption under actual farming conditions.
This may primarily be due to (i) The number of
experimental stations are small (ii) The fertility of soil
and the level of management at research stations
are superior to those in cultivator’s field. Thus,
before giving the promising results from agricultural
research stations to extension workers for adoption
by the farming community, it is necessary to test
these results under farming conditions. On-farm
research provides the key to the generation of
location and situation specific technologies for
achieving sustained productivity in agriculture. It
takes into account the biological, socio-economic
and technological constraints operating at farmer's
level and is thus a first-hand source for feedback.

A fairly extensive programme on farmers’ field is
in operation in India under the aegis of All India
Coordinated Research Project on Integrated Farming
System (AICRP on IFS) located at ICAR-Indian
Institute of Farming System Research (ICAR-IIFSR),
Modipuram. On-Farm Research (OFR) component
of AICRP on Integrated Farming Systems was
working with large number of marginal and small
farmers from 2011 in 31 districts covering 20 states
to systematically characterize the existing farming
systems, identify the constraints, make collective,
compatible and convenient farm interventions and
study the changes. Collaboration of ICAR-Indian
Agricultural Statistics Research Institute (ICAR-
IASRI) with ICAR-IIFSR exists since 1960s in terms
of statistical support. Recently, ICAR-IASRI became
a voluntary centre in this programme.

Integrated Farming System (IFS) is considered to be
a powerful tool and holds the key for ensuring income,
employment, livelihood and nutritional security in a
sustainable mode for small and marginal farmers.
At the same time, it is one of the most complex
systems in terms of huge number of parameters
to be observed that too in different modes and
scales of measurements. Some variables are
quantitative in nature while others are qualitative.
The measurements are difficult as one need to
consider various systems, seasons, crops, livestock,
impact of training, soil and water parameters,
approach to market, etc. But, the most difficult task
lies in tabulating the data and drawing valuable
information from the data. Comparison of existing
and diversified data (with respect to production,
marketable surplus, cost, return and profit) under
different farming systems and also identification of
best suitable farming system for each centre are of
prime interest in the study.



® There are three types of experiments being
conducted under On-Farm Research viz.,
OFR 1: On-farm crop response to application of
major plant nutrients in pre-dominant cropping
system, OFR 2: Diversification of existing farming
systemsundermarginal household conditionsand
OFR 3: On-Farm evaluation of farming system
modules for improving profitability and livelihood
of small and marginal farmers.

OFR 1 data entry and analysis is being carried
out online using a software developed for the said
purpose. Under OFR 2 experiments alone, from
each centre, every year, data is received in 16 excel
worksheets, broadly grouped into 9 classes viz.,
PART A (Identification, Farming history, Water), PART
B (Benchmark), PART C (Systems, Interventions,
Results), PART D (Species, Interventions, Results),
PART E (Product Results), PART F (Trainings,
Results), PART G (Natural resources improvement),
PART H (Abnormal weather), PART | (ITK). Also, data
is received with respect to existing and diversified
farming conditions from the same 24 households for
each of the centres. Similarly, huge amount of data
is received for OFR 3 experiments too.

Due to such vast amount of data, often the data is
received after a period of 6 months. It is a herculean
task to process the data and bring it into a suitable
format for analysis. To shorten this delay in deriving
results and to make data entry more user-friendly,
a “web based software for online data entry and
analysis of data pertaining to OFR 2 and OFR 3
experiments” has been designed using ASP.NET/C#
as front end and SQL Server as back end. Some
snapshots of the software are given below:
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Planning, designing and analysis of data
relating to experiments for AICRP on Long
Term Fertilizer Experiments

Data analysis has been done for the centres named
Akola (2013-14, 14-15), Bhubaneswar (2014-15),
Coimbatore  (2010-11,11-12,12-13,13-4,14-15 ),
Delhi (2013-14,14-15,15-16), Jabalpur (2014-15)
and Parbhani (2013-14, 2014-15) for Kharif and
Rabi season and Barrackpore (2010-11,11-12,13-
14) for Kharif season and report has been sent to the
Centre in-charges. Data was uploaded to Information
System on Long Term Fertilizer Experiments
(ISLTFE) for various centres. Combined analysis
has been performed for Delhi centre for Rabi crop
wheat grain yield data for the period 1993 to 2011.
It was found that the treatment, year and treatment-
year interaction effects were significant at less than
1% level. Least square mean was maximum for T8:
100% NPK+FYM (least square mean 49.87 g/ha)
and T3: 150% NPK (least square mean 49.66 g/
ha). Combined analysis of Delhi centre for the Rabi
crop wheat showed that the treatments T8: 100%
NPK+FYM (least square mean 49.87 g/ha) and T3:
150% NPK (least square mean 49.66 g/ha) gave
maximum yield.
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Planning, designing and analysis of
experiments planned on stations under
All India Coordinated Research Project on
Integrated Farming Systems

The experiments on stations under All India
Coordinated Research Project on Integrated Farming
Systems are planned and conducted under four
types of research programmes viz. (i) development
of new cropping systems; (ii) nutrient management
in cropping systems; (iii) development of system
based management practices; and (iv) maximum
yield research. These experiments are conducted
using Randomized Complete Block (RCB) design,
Factorial RCB design, split-plot design, strip-plot
design, 32x2 balanced confounded factorial design
and split-split plot design. Data received from the
experiments conducted for the year 2014- 15 have
been analysed, and the results tabulated in the
form of summary tables and sent to the respective
scientist-in-charge of the cooperating centres. The
table below provides the distribution of Coefficient of
Variation (CV) for the experiments analysed:

| CV. 0335 510 10-15 1520 220
Numberof 11 56 89 47 13 7
Experiments

Developed a software module for data entry of
Expt. 1a (Intensification / diversification of cropping
sequence based on high value crops) and also
developed analysis module.
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A-optimal block designs for comparing test
treatments with control treatment(s) - an
algorithmic approach

An algorithm using R language has been developed
for constructing A-optimal balanced bipartite (BBPB)
designs and weighted A-optimal block designs for
comparing a set of test treatments with a set of
control treatments and has been utilized to construct
a list of A-optimal BBPB designs and weighted
A-optimal block designs. A total of 460 designs are
obtained in the parametric range.

Some Investigations on Trend Resistant
Row-Column Designs

In agricultural and allied experiments, situations are
quite common where there may be evidences of
two sources of variability apart from the treatment
applied to the experimental material. Row-Column
designs are useful for this situation. In agricultural
experiments, response may be affected by
systematic trend. Thus, trend component should be
incorporated into the row-column model. Further,
apart from the trend effect, it may be the situation
that the response of a particular experimental unit
may also be affected by the neighbour effects from
its adjacent unit. Under this situation, it is important
to study row-column model incorporating trend
component with neighbour effects. Trend resistant
row-column designs with neighbour effects should
be obtained for this situation. Further, it may be the
case that the observations may be correlated. Thus,
this should also be taken into account for row-column
designs incorporating trend component. Considering
this, the information matrix for estimating contrast
pertaining to direct effect of treatment under row-
column designs with one directional trend component
in the presence of non-directional neighbour effects
has been obtained after eliminating all the effects.

On construction of orthogonal and nested
orthogonal Latin hypercube designs

Latin hypercube designs have proved to be a popular
choice for experiments run on computer simulators
and in global sensitivity analysis. The columns
of a Latin hypercube design (LHD) represent the
input factors and, the rows, the experimental runs.
Different approaches have been suggested and
developed in the literature for constructing Latin
hypercube and orthogonal Latin hypercube with
desirable properties. One such approach consists
of finding Latin hypercube with zero correlations
between pairs of input factors (or, columns). In terms



of Latin hypercube designs, this requirement is
equivalent to the condition that (a) the columns of the
design are mutually orthogonal. Designs satisfying
condition (a) are called orthogonal Latin hypercube
designs (OLHD) and named as 1st order OLH(n, m).
First order OLH(n, m) designs ensure independence
of estimates of linear effects when a first order
model is fitted. However, if a second-order model is
needed, then it is desirable that the Latin hypercube
design satisfies condition (a) and additionally, the
following condition: (b) the element-wise square of
each column and the element-wise product of every
two columns are orthogonal to all columns in the
design. A Latin hypercube design with n rows and m
columns satisfying both (a) and (b) are denoted by
second order OLH (n, m) design. A 2nd order OLH
(n, m) design ensures that not only the estimates
of linear effects are mutually uncorrelated but they
are also uncorrelated with the estimates of quadratic
and interaction effects in a second order model.
Developed construction methods for providing a
complete solution to construction of Orthogonal
Latin hypercube designs for 2, 3, 4, 5, and 6 factors
with any permissible runs.

Creating Awareness for Efficient Use of ICT

and MOOCs in Agriculture Education

Agriculture is the backbone of the Indian
economy which plays the most decisive role in
the socioeconomic development of the country.
Information and Communication Technologies
(ICTs) are referred to as the varied collection of
technological gear and resources which are
made use of to communicate. They are also
made use of to generate, distribute, collect and
administer information. The use of Information and
Communication Technology (ICT) in education is
lagging behind expectation and desire. It is difficult
and may be even impossible to imagine future
learning environments that are not supported, in one
way or another, by Information and Communication
Technologies (ICT). When looking at the current
widespread diffusion and use of ICT in modern
societies, especially by the young — the so-called
digital generation — then it should be clear that ICT
will affect the complete learning process today and
in the future. There is, in other words, a widespread
belief that ICTs have an important role to play in
changing and modernizing educational systems and
ways of learning. There is, however, little scientific
evidence of the concrete contributions of ICTs to
the learning domain, despite the efforts of the last
decades. Hence, there is a need to bring evidence
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together on the impact of ICT on education and
training in India.

Keeping in view of importance of teaching and
e-learning process in agricultural education system
for the researchers and to visualize its impact on ICT
tools in agricultural education system, there is a need
to develop online tools in agriculture education and
to assess the impact of online tools in agriculture
education.

A Web based application has been prepared using
JAVA (7.0), JSP/ Servlet, Apache Tomcat 7, HTML,
CSS and JAVASCRIPT in Front-End and SQL
Server in Back-End with features such as View,
Upload , Download E-Books and E-Media. It also
does State wise, University Wise and Overall Impact
analysis of ICT tools with features like view and
download datasheet stored in database and results
file with proper interpretation for all State Agricultural
Universities in text and graphical view.

Awebsite has been developed and named as ICTIAA
(http://ictiaa.icar.gov.in). This website provides both
the services of MOOC as well as impact analysis of
ICT Tools. Some snapshots are shown below:

Home page

] Weehwite for 1T Impact Assessment and analysisfiCTLLAL e
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Incomplete split plot designs: construction
and analysis

A method of construction for obtaining incomplete
split plot designs with complete main plots and
incomplete subplots has been developed. Suppose
there are v1 levels of the main plot treatments and
v2 levels of the subplot treatment and further the
experimenter can afford b blocks. Then the main
plot treatments are first arranged in a randomized
complete block design with b blocks. Now, we take
a connected and highly A-efficient incomplete block
design with parameters v2, number of blocks b and
block size k < v2. This block design is associated
with each level of the main plot treatment. The
obtained design is an incomplete split plot design
with complete main plots and incomplete sub-plots.
The method has been used to construct incomplete
split plot designs of such nature and a total of 391
incomplete split plot designs have been obtained in
the restricted parametric range of v1,v2 . Similarly, a
method of constructing incomplete split plot designs
which are incomplete at main plot level and complete
at subplot level has been developed and a number
of incomplete split plot designs are obtained..

Development of Varietal and Hybrid
Technologies of Pearl millet [Pennisetum
glaucum (L). R. Br.] for Higher Yield and
Nutritional Improvement

Pearl millet is grown in harsh environments where
other crops fail to grow and is affected by many biotic
(downy mildew, blast, rust, ergot and white grub
in specific areas of Rajasthan) and abiotic (heat,
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drought and salinity) stresses leading to fluctuation
in annual area and production. Developing resistant/
tolerant genotypes to these stresses can address
these issues to a great extent. High yielding hybrids/
varieties suitable for different agronomic conditions
possessing climate resilience would help inimproving
productivity and sustainability of this crop in India.

For the experiment conducted at IARI, the data
generated was analyzed on various traits (Days
to 50% flowering, Plant height, Number of tillers,
Panicle length, Panicle girth, Days to maturity, Yield,
etc. and some bio-chemical traits). Correlations
among morphological traits were also worked out.
The combined analysis of data over three years viz.,
2014, 2015 and 2016 was done for the New Delhi
centre.

Central Composite Design (CCD) was suggested for
an experiment on development of Pearl Millet based
expanded product. Input factors were Temperature
(100-14001C), Screw Speed (300-500 rpm), Moisture
Content (14-24 %) and Feeder Speed (12-16 rpm).
Responses measured were Expansion ratio, Bulk
Density, WAI, WSF, Capacity etc. + Anti-oxidants
(FRAP, CUPRAC, DPPH, TEAC etc.) + Phenols. For
another experiment on product based on Pearl Millet
+ Soy, a CCD with different input combinations has
been provided. From both the experiments data on
physical properties as well as nutritional properties
was generated and analyzed.

Standardization and validation of scales
for measuring socio-psychological
constructs related to risk adjustment and
entrepreneurship behaviours of farmers

Risk adjustment and agriprenurship are important
dimensions of Indian Farming and the same are
desirable behaviors of the farmers. However, the
prevailing trends of using nearly the same set
of variables by researchers, academicians and
scholars in extension discipline to analyze any
behavioral phenomenon in individual, has failed
to capture novel constructs like risk adjustment
and entrepreneurship holistically. The scales often
being used to measure the associated socio-
psychological variables are not only quite old, which
have lost relevance in the present socio-economic
conditions, but also suffer from lack of construct
validity. Considerations of ecological and variable
representativeness in research are important
ingredients and there is a need to broaden and
deepen the pool of socio-psychological variables
with search of new constructs in changing agrarian
context with extensive surveys and case analyses.



Development of new scales with application of
advanced psychometrics and software is required to
provide precise measurement for generalization.

The framework for identification of entrepreneurs
has been developed. The questionnaire for
collecting information has been prepared. A list of
entrepreneurs recognized by different organizations
of repute (IARI, KVKs, SAU's Ministry, etc) have
been prepared. Data has been collected by personal
visits from farmers in Shyahadava, Payal, Talwandi
Rana, Juglan, Gurana villages of Hissar district.
Data has also been collected through personal
visits from the villages of three districts of Kerala
viz., Ernakulam, Idukki and Thrissur and interacted
with various agri-entrepreneurs mainly fish farmers,
strawberry growers, piggery farmers, dairy farmers,
other multi crop growers and agri-nursery owners
to measure the entrepreneurial behavior of famers.
An Agri-entrepreneurs workshop was organized in
collaboration with IARI and KVK, Sikohpur.

Information System for Planning and
Analysis of Experiments on All-India
Coordinated Research Project on Vegetable
Crops

Existing observation tables for all types of
experiments viz. varietal trials, resistant varietal
trials, hybrid trials, vegetable production, seed
production, etc. have been modified as per changes
in the new technical programme for 2016-17.
Following crops have been added in crops table:
Carrot, Watermelon, Yard long bean, Bathua and
Okra. Information System has been reallocated
to new server with URL www.iasri.res.in/aicrpvc in
ICAR Data Centre to http://aicrp.icar.gov.in/vc/.

Strengthening Statistical Computing for
NARS

Installation, License Files and Technical support

® License files for 2016-17 have been received
from SAS. SAS Licenses files for 2016-17
have been uploaded on Resources Page of
the Indian NARS Statistical Computing Portal
for the exiting users in NARES. Indian NARS
Statistical Computing Portal (http://stat.iasri.
res.in/sscnarsportal/public) under the link SAS
License 2016-17.

® Received JMP 12.1 version download link from
SAS and accordingly it was downloaded.

® A document on guidelines for downloading
and installation of Free SAS-University Edition
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using Oracle VM VirtualBox was prepared and
circulated to Nodal Officers.

Indian NARS Statistical Computing Portal

® The portal is being extensively used throughout
NARES and helped the researchers in analyzing
their data in an effective manner. Based on the
user logged information, the total number of
logged in users from Indian NARES during April
01, 2016- March 31, 2017 are 1,08,904 which is
on an average more than 295 logged in per day.

SSCNARS Portal Logons : Monthly
From Outside IASRI

Number of Logons

® \Website of the project is being maintained and
updated regularly. The website has been updated
by including (i) Updated Reference Manual
on Data Analysis Using SAS by updating two
Chapters on (a) SAS for Statistical Procedures
and (b) Design Resources Server and (iii)
updated list of Nodal Officers.

® \Website is registered under google analytics on
November 15, 2010. Till March 31, 2017, there
were 97,589 page views across 536 cities of 78
countries. Average time on each page was 2.56
minutes. During April 01, 2016 to March 31, 2017,
there were 17,702 page views across 424 cities
of 72 countries.

Information
Experiments

System for Designed

In On-farm Experiment-1 (Response of Nutrients)
and For LTFE (Long Term Fertilizer Experiments)
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Online data entry for the year 2016-17 is in progress.
For On-station Experiment-1A (Intensification /
Diversification of cropping sequence based on high
value crops): Validation of on-line data for on-station
experiment—1 for the year 2016-17 is in progress.
Databases are being maintained for Agricultural
Field Experiments Information System, Farm
Experiment-1 (Response of Nutrients), On-Station
Experiment-1A (Intensification/Diversification  of
cropping sequence based on high value crops) and
LTFE -Long Term Fertilizer Experiments.
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Strengthening Design Resources Server

For dissemination of research in Design
of Experiments, Design Resources Server
(www.iasri.res.in/design) was further strengthened
by adding the links on

(i) Balanced Incomplete Latin square Designs:
Strengthened the link of online generation of
Balanced Incomplete Latin square Designs for all
values of (v, r) except for v = 4n+2, where n is any
positive integer at www.iasri.res.in/design/BILS_
Design/Default.aspx. by For this the earlier module
for online generation of BILS for all values of 3 <v <
21 (expect v = 6, 10, 14, 18) has been generalized.
Some screen shots for balanced incomplete Latin
Squares are given in the sequel.
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Balanced Incomplete Latin Square

Designs

Balanced Incomplete Latin Square
Designs
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Usage of the Server

The server has a facility of “Ask a Question” through
which a lot of questions are being received and
answered. More than 50 questions asked during this
period through link 'Ask a Question’ were answered
for providing e-advisory services. During April 01,
2016 to March 31, 2017, Google Analytics gave
11,855 page views across 704 cities of 85 countries.
Average time taken on page is 3.13 minutes

Programme-2: Forecasting, Modelling
and Simulation Techniques in Biological
and Economic Phenomena

A Study on Price Efficiency in Agricultural
Commodity Market

The purpose of this study was to empirically examine



whether futures markets help in discovering the
better price to achieve market efficiency and
transparency in trading of agricultural commaodities.
Future trading in Chana (Gram), Cumin (Jeera),
Soybean and Castor Seeds was examined using
secondary data on price of respective commodities
in major spot markets and price in commodity
exchange (NCDEX).

The Cointegration analysis between spot price and
future price of selected commodities was carried
out to know if the two price series are cointegrated
in the long run or not because for market efficiency
it is desirable that two price series should be
cointegrated in the long run. The spot price of Chana
(Gram) taken from Bikaner, Delhi and Indore market;
Cumin (Jeera) Unjha market; Soybean Indore, Kota
and Nagpur markets and Castor seeds of Deesa
(Gujarat) market and the future price of NCDEX
were considered for the analysis.

The results indicates that there is at most one
co-integrating equation and one co-integrating
vector between the bivariate price series or these
series are co-integrated with each other.

The results of error correction model suggest that
Indore spot market of Soybean is not strongly linked
to the Future (NCDEX) market or there is gap in
the flow of information from future to spot market.
The results of error correction model suggest that
Kota spot market of Soybean is strongly linked to
the Future (NCDEX) market and there is flow of
information from future to spot market. The future
prices also act as price setter for spot market Kota in
case of Soybean prices. The results confirm that the
Castor Seed futures price leads the price behavioral
pattern of the spot price.

The results of Causality of Relationship in the
three spot price of Chana revealed that there is a
significant long run relationship between the two
price series. This relationship is unidirectional runs
from future to spot market and not vice versa. The
study also observed some short run relationship
between the two price series and this relationship
is also unidirectional which runs from spot to future
market and not vice versa.

The study of hedge ratio test revealed that in case
of Cumin (Unjha) market the time varying hedge
model performed better than constant hedge
model in estimating optimal hedge ratio. This study
indicates that Time Varying Hedge model perform
better or superior over the Constant Hedge ratio
model. It implied that Time Varying Hedge model

27

Research Achievements

efficiently calculate optimal hedge ratio and the
future instrument can attract large returns on the
investment. This study indicates that time varying
parameter model is superior to the constant
parameter hedge ratio model in calculating optimal
hedge ratio. The fact has been confirmed in
graphical presentation of two hedge ratio models.
The study further indicated that optimal hedge ratio
as calculated in Time Varying model facilitates large
investment in the future instruments

Study on volatility spillover of agricultural
commodity prices

Price volatility in commodity prices can create
uncertainty thereby threaten agricultural performance
which has a negative impact on the welfare of
farmers. In this study, an attempt has been made
to examine the pattern of volatility spillover under
VEC-MGARCH model for onion markets of Mumbai,
Nashik, Bangalore and Delhi. The time varying
nature of dynamic conditional correlation has been
evaluated under DCC model set up indicating
the evidence about how shocks and volatility are
transmitted from market to market. The study also
focused on semi-parametric multivariate GARCH
modeling for capturing volatility of the markets
under consideration which was able to identify the
volatility interaction among the markets of Mumbai,
Nashik and Bangalore. Finally, the study evaluated
the modelling capability of RBF neural networks
engineered by Genetic Algorithm (GA) approach
to understand the volatility interaction among the
markets.

Development of Hybrid Time Series Models
using Machine Learning Techniques for
Forecasting Crop Yield with Covariates

BDS test of residuals obtained through ARIMA
(2,1,0), supports that residuals are not identically
independently distributed, hence support vector
machine and artificial neural network approach was
used for modeling and forecasting of residuals. ANN
approach was applied on the residuals obtained by
ARIMA (2,1,0). Different models were used with the
combinations of different time delays and hidden
nodes using logistic function as activation function.
Onthe basis of in-sample residual forecast, estimated
MAPE under ARIMA (2,1,0) and Hybrid approach
were found to be 8.77% and 6.95% , respectively.
Performance of hybrid approach was found to be
better than that of ARIMA (2,1,0) alone. On the
basis of forecasted residuals, the forecast of yield
using hybrid approach was computed. Considering
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these forecast values of yield by 2020 as a base
data obtained through hybrid linear time series
approach, linear time series approach was applied
to obtain the forecasted yield by 2025. Residuals
obtained through ARIMA(2,1,0) were further applied
on support vector machine (SVM) with dimension
3 and fitted values of residuals were obtained.
Forecasted yield values were corrected by using
fitted residuals and eventually estimated MAPE
for hybrid model using support vector machine.
MAPE for hybrid model under SVM was found to be
14.77% as compare to 17.677% of ARIMA (2,1,0)
alone. Work on support vector machine and transfer
function model is in progress for long term forecast.

Forecasting of spatio-temporal time series
data using Space Time Autoregressive
Moving Average (STARMA) model

The STARMA model has been implemented in
seasonally adjusted monthly maximum temperature
in nine districts of north Karnataka. Univariate
ARIMA modeling for seasonally adjusted monthly
maximum temperature of north Karnataka has been
carried out for each location separately. The results
of Univariate ARIMA and STARMA model has been
compared in terms of Mean Absolute Percentage
Error (MAPE) and it was found that STRAMA model
performed better as compared to univariate ARIMA
model in each location. Further, machine learning
optimization techniques like Genetic algorithm
(GA) and Particle Swarm Optimization (PSO) has
been used to optimize the parameters of STARMA
model. Objective function for GA and PSO in terms
of Mean Squared Error (MSE) has been defined and
MATLAB code for the same is also developed. The
PSO code for STARMA parameter optimization has
been developed in MATLAB. Further, the GA and
PSO optimized parameters of STARMA model are
then incorporated in STARMA model and model
fitting has been carried out. Modeling performance
of proposed method with existing STARMA model
has been compared in terms of MAPE and it was
found that proposed approach performed better as
compared to existing STARMA model. Estimation
of STARMA model under spatial heterogeneous
covariance structure is under progress.

Non-parametric bootstrap approach for
constructing prediction intervals for non-
linear and bivariate time series models

Sieve bootstrap approach for constructing prediction
interval in VAR model was developed. The proposed
approach was implemented in real as well as
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simulated datasets. Empirical results showed that
proposed approach is better than the conventional
approach in terms of length of confidence interval.
Sieve bootstrap approach for constructing prediction
interval in neural network was developed. The
proposed approach was implemented in a simulated
data set generated from Mackey glass equation.
Derivation of rescaling factor of a bivariate process
is in progress

Future perspective of Bt technology in
Indian agriculture

New Delphi methodology has been developed using
GOS tree approach. A new time series intervention
model Trend Impact Analysis has been developed
to generate scenarios. Delphi and Trend Impact
Analysis has been combined to generate scenarios.
SAS Macro was developed to implement proposed
TIA

Forecasting Agricultural Output using
Space Agrometeorology and Land based
Observations (FASAL)

Forecasts were carried out for yield data of wheat of
Arrah district in Bihar. Data were obtained from IMD.
LASSO technique has been employed for variable
selection. The residuals obtained by fitting the model
were tested and found to have presence of volatility.
To this end, GARCH was employed to properly fit
the data.

Smallholders’ Productivity and Agricultural
Growth through Technology, Sustainable
Intensification and Ecosystem Services

Crop diversification was studied using Simpson
Crop Diversification Index in eastern part of Indo-
Gangetic plain. It has been observed that diversity
is increasing in this area. Logit model was used to
identify the determinants of groundwater buying
or selling and installation of tube wells. Garrett
ranking technique was used to quantify the relative
significance of various factors influencing the
installation of electric and diesel operated tube wells,
groundwater purchasing and selling decisions of
farmers

Network Project on Market Intelligence

Examined the forecast procedure as adopted by
different centres in their respective presentation.
Forecasts on different commodity prices by
collaborating centres have been validated time to
time. The validation of price forecast has been done
for the following collaborating centres: PJTSAU,



BHU, GBPUAT, IABM, IIHR, ICAR-NEH, JAU,
JNKVV, KAU, OUAT, PDKV, SKUAST-K, UASB and
Visva Bharati University.

Under this project, the first study was undertaken to
compare the status of market infrastructure across
the selected regulated markets of Uttarakhand by
market infrastructure development index computed
for three categories viz., trade infrastructure,
storage infrastructure and support infrastructure.
Haldwani emerges as the best-equipped market
as per the combined index (score of 0.62) and also
outscores highest among the trade, storage and
support infrastructural categories. Kashipur stands
next in the category due to its better positioning
in trade infrastructure while Dehradun scores
low in the combined index due to poor trade and
storage infrastructure despite standing second in
the infrastructure support category. A positive and
significant association was noticed between the
commodity arrivals (potato and tomato) and market
infrastructure categories. A panel regression analysis
between potato arrivals, price, and market Dummies
reveals that price has no time varying effect on
the arrival of potato, but showed a significant and
positive relationship between the markets and arrival
reflecting the dependence of arrivals on market
attribute.

The second study has been carried out to examine
the market integration of different pulses in different
zones of India. The study discusses the applications
of time series model to investigate the wholesale
and retail price market integration of major pulses
in India. The study selected five major pulses (Tur,
Gram, Moong, Urad, Masoor) and five major regions
namely north zone (NZ), south zone (SZ), east zone
(EZ), west zone (WZ) and north east zone (NEZ) in
the country based on their volume of production.
The results show that there is a strong cointegration
among the wholesale as well as retail prices of these
major pulses, although the cointegration varies,
some pulses have strong cointegration while others
have poor. In addition to the horizontal cointegration,
the vertical cointegration between the wholesale and
retail prices of different pulses are also investigated.
Different causal relationships have been found
between wholesale and retail prices in these five
zones. Applications of vector error correction model
(VECM) indicates that all the error correction terms
(ECTs) are negative and most of these terms are
statistically significant implying that the system once
in disequilibrium tries to come back to the equilibrium
situation. The study further uses Impulse response
analysis which shows that change in wholesale
prices of these five pulses in one zone will cause
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change in wholesale prices in other zones. It is
concluded that price signals are transmitted across
regions indicating that price changes in one zone
are consistently related to price changes in other
zones and are able to influence the prices in other
zones. However, the direction and intensity of price
changes may be affected by the dynamic linkages
between the demand and supply of pulses.

The third study was carried out on monthly
wholesale price of onion data series obtained
from AGMARKNET website from January, 2005 to
February, 2016 considering six markets, namely,
Delhi, Bangalore, Hubli, Lasalgaon, Pune and
Solapur. Here last 12 observations i.e. from March,
2015 to February, 2016 constitute the validation set
in each case. Here two wavelet based neural network
approaches have been applied. The improvement
upon time-delay neural network (TDNN) also is
obtained up to a great extent through using wavelet
based approaches as exhibited through proper
empirical evidence.

The results of these studies establishes the potential
performance of wavelet based combinatory model
as a proficient alternative to the traditional statistical
approaches. Wavelet-GARCH model offers a
unique strategy for volatility forecasting through
transformation and representation of original series
at various scales. Decomposition makes it possible
to describe the useful pattern of the series from both
global and local aspects and subsequently minimizes
the signal noise level making the transformed series
amenable to easy analysis and evaluation. The
combinatory of Wavelet-GARCH hybrid model has
been found to outperform the individual ARIMA and
GARCH model. The R software package has been
used for data analysis.

Network Project on Impact Assessment of
Agricultural Research and Development

Impact assessment of crop insurance has been
estimated in Andhra Pradesh & Telangana States.
The analysis shows that at all India level only 4% of
total farm households have insured their crop but in
the selected states the percentage of crop insured
farming households is 16.74%. Majority of insured
farming households (98%) availing crop insurance
were among the borrowers. Majority (55.2%) of
farmers mentioned lack of awareness as the major
reason for not availing insurance. The average
frequency of crop loss was observed to be 67.1
percent and the claimes received are about only 1.5
percent. The majority 68.7 % of the farmer responds
that the major reason for the crop loss found to be
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inadequate rainfall/drought followed by other natural
cause. The output is measured in terms of rupees
per hectare. The difference in socio-economic
variables like household size, education and age of
the household head is not much different between
the two groups. The number of female respondents
was only 7.15% and 92.85% respondents were
males. Out of the total insured farmers only 9.23%
females insured their crop. The descriptive analysis
showed that 31.15% of the Insured farmers reported
that they have attended at least one extension
training programme whereas only 2.55% of the non-
insured farmers reported that they had attended
one extension training programme. About 71.23%
of non-insured farming household heads had no
education (illiterate) at all and only 7.35% attended
primary school where as 56.92% of insured farming
household heads had no education (illiterate).
Overall, non-insured sampled household farmers
had a lower education attendance rate compared
with insured farmers.

Propensity Score Matching (PSM) method and
Instrumental Variable (IV) method has been
employed to estimate the Impact of crop insurance
on farm output. Both the method shows that crop
insurance has a positive and significant effect on
farm output. The results from PSM shows that
average effect of crop insurance on farm income
in NNM, RM(0.01), RM(0.001) and KM is 0.1564,
0.1679, 0.1133 and 0.097 respectively. So the real
income on an average would be 13 percent higher
because of the participation in the crop insurance.
The results from IV method show that crop insurance
has a positive impact on farm income.

Total factor productivity has been estimated at
district level of five agro climatic regions in India. This
study is limited to the models that take district level
heterogeneity into account to the extent that district
level production is characterized by heterogeneous
production conditions. The sources of total factor
productivity growth are decomposed into technical
progress, the changes in technical efficiency and
the scale effects by using the estimated parameters
including labour, annual rainfall, irrigated area, total
cropped area, animal power, fertilizer, tractor etc.

Development of methodology for
nonparametric modelling of time-series data
and its application in Agriculture.

Performance of various procedures of estimating
optimal unobserved bandwidth has been studied
for modeling food grain production time-series
data. Epanechnikov kernel is best in case of kernel
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smoothing approach of modeling compound growth
rate and actual food grain production. In this case,
cross-validated bandwidth outperforms initial
bandwidth in terms of mean square error. In case
of local linear smoothing approach of modeling
compound growth rate, both Epanechnikov kernel of
order 1 and Gaussian kernel perform satisfactorily.
In this case, optimal plug-in bandwidth performs
better than cross-validated bandwidth. But, it is
alarming to note that in case of modeling actual
foodgrain production using local linear smoothing
approach, optimal bandwidth does not perform
better than cross-validated bandwidth. This has
been studied by computing efficiencies of various
estimated bandwidth. Computer program has been
written to generate long memory error processes
using uncorrelated wavelet transform to simulate
time-series data of compound growth rate.

Stochastic differential equation models and
their applications to agriculture.

This study is funded by Science and Engineering
Research Board, Department of Science and
Technology, Government of India.

The data that do exist in studies with missing data
or data at unequal time-intervals are potentially
informative, and precluding such data from analysis
could affect conclusions adversely. It may also be
pointed out that errors in relative growth rate are
closer to have constant variance than those in growth
rates where relative growth rate satisfies the SDE
with constant diffusion coefficient. Using calculus,
SDE has been solved which is used to obtain
optimal forecast of untransformed data along with
conditional forecast error variance. The methodology
has been applied to pig growth data, collected at the
piggery farm of ICAR-Indian Veterinary Research
Institute, Izatnagar, Bareilly. To test the suitability of
Transformed Richards Nonlinear Statistical (TRNS)
model, comparative study of “pure error’ vis-a-
vis “lack of fit” has been be carried out by F-test,
which is significant at 5% level of significance,
implying thereby that there is a need to employ SDE
approach. Finally, the forecast formulae has been
used to compute four-step ahead forecast of pig
weight. It has been found that the root-mean square
value for forecast is smaller in case of Richards SDE
compared to TRNS modelling.

Programme-3: Development of
Techniques for Planning and Execution
of Surveys and Statistical Applications of
GIS and Remote Sensing in Agricultural
Systems



Improving methods for estimating crop

area, yield and production under
mixed, repeated and continuous
cropping

This project was awarded to ICAR-IASRI by Food
and Agriculture Organization of the United Nations
(FAO) under the “Global Strategy to Improve
Agricultural and Rural Statistics” of FAO with an
approved budget of US Dollar 4,18,163 (Four lakh
eighteen thousand one hundred sixty three). It was
initiated on December 18, 2014 and was of one
year and six months duration. This project is under
Institutional Consultancy mode and ICAR-IASRI
was selected for undertaking this study through
competitive process of International bidding.

Under this project, sampling methodologies for
estimation of crop area and yield under mixed and
continuous cropping was developed for different
situations prevailing in different countries. Three
different approaches namely, (i) Cadastral map
based approach, (ii) Area Frame approach and (iii)
Household approach have been proposed under this
study.

The developed methodology was field tested in the
three identified countries by the FAO, one eachinAsia-
Pacific, Africa and Latin America/Caribbean region,
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i.e. Indonesia, Rwanda and Jamaica respectively.
Primary data collection was completed in one district
of Indonesia and Jamaica using Computer Assisted
Personal Interviewing (CAPI) and in another district
in the three countries using Paper Assisted Personal
Interviewing (PAPI) methods.

Keeping in view the administrative delay which
delayed the start of data collection work by the 3
countries, FAO proposed to extend the project period
by four months. The revised period was included in
the revised LoA. The revised LoA was approved by
the FAO and after its approval by the Council and
signing by the Director, ICAR-IASRI, the project
period was extended by four months i.e. up to 17th
October 2016.

Technical Report-4 and Technical Report-5 were
prepared. Presentations on Technical

Report-4 and Technical Report-5 were made in
the Validation Meeting at FAO Headquarter, Rome
during September 07-08, 2016. Technical Report-6
i.e. Methodological report was submitted to the FAO
after incorporating the comments and has been
cleared by the FAO. Editorial comments have also
incorporated for its publication by the FAO.

The Technical Report-6 entitled “Methodology for
Estimation of Crop Area and Crop Yield under Mixed

!

Supervision of field work (area enumeration and detailed survey) in Rwanda during April 2016.
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and Continuous Cropping” has been published by
the FAO as Technical Report of the Global Office.
Technical Report-7 was prepared in the form of a
Chapter of a Hand Book to be published by the FAO.
The Technical Report-7 was submitted to the FAO
before date of completion of the project.

Study to test the developed alternative
methodology for estimation of area and
production of horticultural crops: IASRI
Component of CHAMAN Programme under
MIDH

This project is funded by Department of Agriculture,
Cooperation and Farmers Welfare (DAC&FW),
Ministry of Agriculture and Farmers Welfare
(MoA&FW), Govt. of India with an approved budget
of Rs. 5.4938 Crore (Five crore forty nine lakh
thirty eight thousand). The project is approved
under Coordinated Programme on Horticulture
Assessment and Management using Geoinformatics
(CHAMAN) Project of DAC under Mission for
Integrated Development of Horticulture (MIDH) and
is of two years and nine months duration. The ICAR-
IASRI has been declared as National Level Agency
(NLA) under MIDH for taking up this study.

Under this project, testing and validation of
methodology for estimation of area and production
of horticultural crops developed by ICAR-IASRI is
being carried out in four states of the country namely,
Tamil Nadu, Andhra Pradesh, Maharashtra and
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Himachal Pradesh. The proposed sampling design
adopted for the survey is stratified multistage random
sampling.

Primary data collection is in progress in Andhra
Pradesh, Maharashtra and Tamil Nadu and Himachal
Pradesh states. Guidance is being provided to the
Field Investigators (FlIs) in field data collection as
and when required in all the four states. Phase-l
of data collection work i.e. complete enumeration
of selected villages was completed in all the four
states. Phase-Il of data collection work i.e. detailed
survey for yield data collection is at final stage
in Maharashtra and Himachal Pradesh and is in
progress in Andhra Pradesh and Tamil Nadu and will
continue till June 2017.

Supervision of field work (area enumeration and
detailed survey) was carried out in all the four states
at regular interval. Progress of the field work was
reviewed, filled-in schedules were scrutinized and
field visits were made to monitor the field work in
Himachal Pradesh, Maharashtra, Andhra Pradesh
and Tamil Nadu states. The ICAR-IASRI Scientists,
Field Officer and Technical officers carried out
supervision of data collection in all the selected
districts in all the four states.

Development of data entry software has been
completed and data analysis software is at final
stage. Training for entering the data using the
developed data entry software was imparted to

Review Meeting for area enumeration and detailed survey and Data entry software for primary data collection & CAPI (data collection
using tablets) training in Maharashtra, Tamil Nadu, Andhra Pradesh and Himachal Pradesh districts during Nov 2016 to Jan 2017.



Supervision of field work (area enumeration and detailed survey) by ICAR-IASRI officials in Maharashtra, Tamil Nadu, Andhra Pradesh
and Himachal Pradesh districts during August and September 2016

—
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Data Entry Software for Primary Data Collection developed by ICAR-IASRI

all the four states under study. Data entry is in in
progress. The schedules developed for primary
data collection have been designed using CAPI
(Computer Assisted Personal Interviewing) designer.
Testing of these schedules was carried out. Training
on (i) Data collection using tablets (CAPI) and (ii)
Filling up of schedule for area enumeration (in 10
villages of an identified district in each of the four
states) was imparted in all the four states.

The progress of the project was reviewed by Union
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Minister for Agriculture and Farmers Welfare and
the desired that the methodology being tested
and validated under CHAMAN project may be
implemented at national level.

Pilot Study for Developing State Level
Estimates of Crop Area and Production on
the Basis of Sample Sizes Recommended by
Professor Vaidyanathan Committee Report

This project is funded by Ministry of Agriculture,
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Government of India with the total sanctioned budget
of Rs. 9.29 crores out of which an amount of Rs.
5.57 crores has been released as first installment.
A pilot sample survey was organized in five States
namely Assam, Gujarat, Karnataka, Orissa, and
Uttar Pradesh. The data collection work for the state
of Assam, Odisha, Uttar Pradesh and Karnataka was
completed for AY 2015-16 and the data entry work in
these 4 states is going on and the implementation
of the MAPI (Mobile Assisted Personal Interview)
software for the data collection work in the state
of Uttar Pradesh has been completed. The data
collection work in the state of Gujarat has started
in the agriculture year 2016-17. MAPI software was
successfully implemented in the state of Gujarat
in one complete district. Partial data was received
from three states namely Uttar Pradesh, Assam
and Karnataka. The estimation procedure has been
finalized. All the data received is under scrutiny and
after cleaning, data analysis work will be initiated.

Calibration Estimators under Two Stage Sampling
Design when Study Variable is Inversely Related
to Auxiliary Variable

As per availability of complex auxiliary information
under two stage sampling design the following three
cases were considered: Case A- Population level
complete auxiliary information is available at the
primary stage unit (PSU) level, Case B- Population
level complete auxiliary information is available
at the SSU level for all the PSUs in the population
and Case C- Population level auxiliary information
is available only for the selected PSUs. Under the
three scenarios in two stage sampling design when
the auxiliary variable is inversely related to study
variable, three different product type calibration
estimators of population total along with their
approximate variance and the Yates-Grundy form
of estimate of variance have been developed. Usual
product estimators for estimation of population total
under all cases in two stage sampling design were
compared with the proposed product type calibration
estimators. On the basis of the correlation coefficient
between study and auxiliary variable, criterion of
superiority of the proposed calibration based product
type estimators with respect to usual product
estimators of population total have been obtained.

Two different product type calibration estimators have
been developed on the basis of two phase sampling
for the situation when there was unavailability of
inexpensive auxiliary information under two stage
sampling design. Two different cases of unavailability
of auxiliary information have been considered, viz.
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Case 1. The population level auxiliary information is
unavailable at the PSU level. Case 2. The population
level complete auxiliary information is unavailable at
the SSU level. In addition, the variance and estimate
of variance of the product type calibration estimators
have been developed considering equal probability
without replacement design (SRSWOR) at different
stages and phases of sampling.

A simulation study has been carried out, in order
to empirically evaluate the statistical performance
of proposed product type calibration estimators.
In the simulation study, it was observed that,
with respect to percent Relative Bias (%RB) the
proposed product type calibration estimators of the
population total for the situations of availability of
auxiliary information at both PSU as well as SSU
level were performing better than their usual product
and Horvitz-Thompson (HT) estimators under two
stage sampling design when available auxiliary
variable is inversely related with the study variable.
The proposed product type calibration estimator
of the population total under Case B was giving
consistent least %RB. The product type calibration
estimators of the population total developed under
all cases of two stage sampling design were always
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Figure 1: Comparison of all estimators under Case A, B and C
w.r.t. %RRMSE of when available auxiliary variable is inversely
related with the study variable under three sets of population.
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more efficient than the usual Horvitz-Thompson
(HT) estimators and the product estimators as
per as percent Relative Root Mean Square Error
(%RRMSE) is concerned (Figure 1). The proposed
product type calibration estimators of the population
total developed under Case B of two stage sampling
design was producing least %RRMSE. Further,
developed product type calibration estimators of the
population total under two phase two stage sampling
design were performing better than usual HT and
product estimators.
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Development of Innovative Approaches for
Small Area Estimation of Crop Yield, Socio-
economic and Food Insecurity Parameters

The small area estimation under an area (or
aggregated) level version of small area model is one
of the most popular methods used by private and
public agencies because of its flexibility in combining
different sources of information and explaining
different sources of errors. The area level models
are used for small area estimation when covariates
are available only at area level. These models relate
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small area direct survey estimates to area-specific
covariates, often obtained from various administrative
and census records. A web based software for small
area estimation under an area level model has
been developed. The software is available at: http://
sample.iasri.res.in/ssrs/index_sae.jsp. This software
provides small area estimates for both sampled as
well as non-sampled areas along with standard error
and percentage coefficient of variation. The software
also provides the user manual to describe the step
by step procedure for using this software.

Testing and validation of alternative
methodology developed by IASRI for
estimation of area and production of
horticultural crops in Madhya Pradesh State

This project is funded by Madhya Pradesh State
Govt. with an approved budget of Rs. 84,12,077.
This is consultancy project under Institutional Project
mode. Primary data collection is in progress in the
State. Guidance is being provided to the Field
Investigators (FlIs) in field data collection as and
when required by them. Phase-l of data collection
work i.e. complete enumeration of selected villages
was completed. Phase-Il of data collection work i.e.
detailed survey for yield data collection is in progress
and will continue till June, 2017. Supervision of field
work (area enumeration and detailed survey) was
carried out in the State at regular interval. Progress of
the field work was reviewed, filled-in schedules were
scrutinized and field visits were made to monitor the
field work. Data entry is in progress.

Testing and validation of alternative
methodology developed by IASRI for
estimation of area and production of
horticultural crops in Haryana State

This project is funded by Haryana State Govt. with
the total approved budget of Rs. 76, 25,557. Primary
data collection is in progress in the State. Guidance
is being provided to the Field Investigators (Fls)
in field data collection as and when required by
them. Phase-l of data collection work i.e. complete
enumeration of selected villages was completed.
Phase-Il of data collection work i.e. detailed survey
for yield data collection is in progress and will
continue till June, 2017. Supervision of field work
(area enumeration and detailed survey) was carried
out in the State at regular interval. Progress of the
field work was reviewed, filled-in schedules were
scrutinized and field visits were made to monitor the
field work. Data entry is in progress.
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Assessment of post harvest losses in fruits
and vegetables and strategies for their
reduction in Andaman and Nicobar Islands

The three districts in which the study is going on are
North and Middle Andaman, South Andaman and
Nicobar. The tehsil and village lists were obtained
from two sources. There were lot of discrepancies
in the two lists. The final list was prepared and
selection of villages was carried out. The sampling
design and sample size have been finalized. The
designing of schedules for primary data collection is
in progress. Data will be collected by ICAR-Central
Islands Agricultural Research Institute, Port Blair. In
each of the selected villages, complete enumeration
will be carried out. It is proposed to select 10 farmers
from each of the selected villages for data collection
by inquiry and out of 10 farmers, 2 farmers will be
selected for data collection by observation.

An Investigation of Causes of Divergence
between Official and Trade Estimates of Jute
Production

The data on area and production under jute crop
for all the 3 states under study, namely, West
Bengal, Assam and Bihar was acquired. The CCE
data on jute crop variety-wise as well as irrigation
status-wise (irrigated/un-irrigated) for all 3 states
through funding agency was also acquired from the
states. Re-analysis of data following the estimation
procedure for estimation of average yield of Jute
has been done. Schedules have been designed
for primary data collection and are being finalized.
Planning and collection of primary data in all the 3
states is in progress.

A study on Calibration Estimators under
Adaptive Cluster Sampling

An estimator of population mean under adaptive
cluster sampling has been obtained when the final
sample consists of k distinct cluster. Development
of the approximate variance and the estimate of
variance of the proposed calibration estimator is
under progress.

Robust and Efficient Small Area Estimation
Methods for Agricultural and Socio-
Economic Surveys and Their Application in
Indo-Gangetic Plain

The All-India Debt and Investment Survey (AIDIS)
is one of the important survey conducted by the
National Sample Survey Office (NSSO) in India at
decennial intervals through household interviews



from a random, nationally representative sample
of households. The recent AIDIS survey conducted
during January-December 2013 (AIDIS 2013)
was aimed at generating average value of assets,
average value of outstanding debt per household
and incidence of indebtedness, separately for the
rural and urban sectors of the country, for States and
Union Territories, and for different socio-economic
groups. Existing data based on AIDIS 2013 survey
provides reliable and representative state and
national level estimates but it cannot be used
directly to produce reliable estimates at the small
area level due to small sample sizes which lead to
high levels of sampling variability. Our knowledge
and understanding of geospatial inequalities and
equity in this regard is severely hampered by the
lack of local level statistics in resource poor settings.
The lack of robust and reliable outcome measures
at the local level also put constraints for designing
targeted interventions and policy development. More
importantly,

states/national estimates do not adequately capture
the extent of geographical inequalities which restricts
the scope for evaluating progress locally within
and between administrative units. State level and
National goals often lead to sub-optimal interventions
which are focused on groups or areas that require
minimum effort to achieve set thresholds, neglecting
critical areas where interventions are most needed
and hence increasing inequity. Nonetheless, local
goals cannot be set and monitored where baseline
information is non-existent as is the case in many
low and middle income regions. At the same time
it is also true that conducting a new survey aimed
at this level is going to be very trivial and costly as
well as time consuming job. The reduction in sample
size is more alarming when AIDIS 2013 was used
for producing estimates at district by household

RS
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category wise (e.g. district by cultivator or district
by non-cultivator household category). This small
sample size problem can be easily resolved using
small area estimation (SAE) provided auxiliary
information is available to strengthen the already
existing limited sample survey data from the district.

SAE techniques were applied to generate reliable
disaggregate level estimates and spatial mapping of
incidence of indebtedness for agricultural households
in the State of Uttar Pradesh was done. The SAE
method uses the AIDIS 2013 data which was linked
with the Population Census 2011 data to produce
reliable estimates of incidence of indebtedness (i.e.
proportion of indebted household) at the district
(All) and district by social group category (ST, SC,
OBC, Others) level for rural areas of State of Uttar
Pradesh. In Census 2011, looking at the status of ST
population, it appeared that in most of the districts
ST population is not prevalent. Therefore, small area
estimates are not generated for the ST category. The
diagnostic measures used for examining the validity
and reliability of the generated small area estimates
confirm that generated estimates have reasonably
good precision. The results clearly indicate that the
district-wise (All) and district by social group category
wise (SC, OBC, Others) estimates generated by
using SAE method are precise and representative.
In contrast, the direct survey estimates are very
unstable. In many districts due to small sample
sizes, it is not possible to produce reliable and valid
estimates using sample data alone. The estimates
generated using SAE method are still reliable and
reasonable for such areas. These micro estimates as
well as spatial maps of incidence of indebtedness
are expected to provide invaluable information to
policy-analysts and decision-makers for identifying
the regions and social groups requiring more
attention.
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Figure. District and district by social group category wise incidence of indebtedness in agricultural households
for the state of Uttar Pradesh, 2012-13.

Programme 4: DEVELOPMENT
OF STATISTICAL TECHNIQUES
FOR GENETICS/COMPUTATIONAL

BIOLOGY AND APPLICATIONS OF
BIOINFORMATICS IN AGRICULTURAL
RESEARCH

Modeling and construction of transcriptional
regulatory networks using time-series gene
expression data

Gene Regulatory Networks (GRNs) have become
one of the most important approaches for modelling
gene-gene relationships in system biology studies.
These networks allow us to carry out studies of
different biological processes in a visual way.
The noise and high dimensionality in the Gene
Expression (GE) data have limited the applicability
of the certain statistical techniques to model the
underlying gene regulatory interactions. In this study
some statistical approaches to model and construct
the GRNs under sparse biological conditions has
been developed. Estimator for obtaining the true
GE values of genes from noisy microarray data
were obtained using Particle filtering approach
under a State Space framework. An approach to
model and construction of GRNs under sparsity
condition has been developed. For identification of
hub genes (highly interacting genes) in the gene
network, a resampling based approach, hub gene
detection technique, was developed. An R package,
DHGA (Differential Hub Gene Analysis) has been
developed to identify the hub genes and unique hub
genes in the GRNs constructed for a case vs. control
study. To identify the informative genes from the big
crop GE data, an improved gene selection technique
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has been proposed by improving existing SVM-RFE
procedure.

Estimation of
Longitudinal Data

Breeding Value Using

In sheep rearing, there is always a need of selective
breeding to improve economically important traits,
such as growth rate and wool quality. Sheep
producers can only maintain their businesses by
rearing lambs that meet market specifications, in
terms of carcass weight, fat class and conformation.
Allied to this, there is a need to monitor production
costs to ensure efficient production of lambs and
generation of a positive financial return. In the
present commercial environment, the need for
selective breeding is as important as ever. Selection
of desirable genetics to match with a sheep herder
is a challenging task.

In longitudinal study, linear models are used to fit a
regression model using phenotypic value (weight) as
dependent variable and age as independent variable.
This is often a fixed regression, indicating that for
each animal, that is certain amount of time younger or
older than an average age, there will be a phenotypic
correction. This correction, is same for all animals,
hence a fixed regression. Random Regression
Models (RRM) estimates a different regression
coefficient for each animal. Hence, each animal has
its own slope (some grow faster than others) and
the variance of all parameters can be estimated. In
longitudinal study, the within subjects measurements
are correlated, accordingly a methodology has been
developed using the random regression model for
breeding value estimation by taking into account
the correlated errors. For estimation purpose in



LMMs, Maximum Likelihood Estimation (MLE) and
Restricted Maximum Likelihood Estimation (REML)
are generally adopted. It is well known in the LMM
literature that variance components based on the
MLE are negatively biased. REML was proposed
to minimize the bias. The basic idea behind the
REML is to remove the fixed-effects parameters
before estimating the variance components. REML
estimates of variance and covariance components
can be obtained by direct maximization of the
associated likelihood by taking the first and second
derivatives of the likelihood or by using an average
information matrix. In this approach we have used
the AI-REML for variance component estimation.

Though the estimation procedures are available,
it is difficult to implement them. Hence, it is always
advantageous to develop a user-friendly Web-
Interface to analyze the data of such kind. As the
stake holders are plant and animal breeders, a
user-friendly Web-Interface has been developed
to analyze such type of data for breeding value
estimation.

Development of Rank Based Stability
Measures for Selecting Genotypes

From the farmers/ growers point of view, selection
of genotypes which are stable over the locations/
environments as well as high yielding is more
desirable. For this purpose, two simultaneous
indices for selection of stable genotypes with better
yield have been developed. The first of these
indices is as follows: li= w1(r ) + w2(rRSli) ; where,
r represents the rank of mean yield of ith genotype
over the environments and rRSli represents the rank
of the ith genotype based on the developed stability
index. The weights (w1 and w2) are decided on the
basis of tradeoff between the farmers and breeders
choices. For instance, the different combinations of
w1 and w2 i.e. (0.5, 0.5), (0.6, 0.4), (0.7, 0.3) and
(0.8, 0.2) are taken with due consultations with plant
breeders.

Five parametric Stability measures were used to
develop composite index by using Multiple Criteria
Decision-Making (MCDM) technique. The weights are
then incorporated into the TOPSIS MCDM technique
to calculate an overall score for each genotype. The
TOPSIS technique has been used because of its
high speed, accuracy, and compatibility. Finally, two
simultaneous selection indices have been developed
to select stable genotypes with better performance
and Composite stability measure based on existing
measures by using Multiple Criteria Decision-Making
(MCDM) technique.
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Gene selection for classification of crop
gene expression data

Recent advances in genomic technologies enable
the measurement of the activity levels of several
thousands of genes or franscripts in a single
experiment. DNA microarrays, with their ability to
capture a substantial fraction of a cell state, are one
of such powerful tools in genomics. Among these
thousands of genes whose expression levels are
measured, not all are required for classification, gene
regulation modeling, modules detection, etc. The
need is to select some genes or set of genes those
are highly relevant with particular class, which is
called informative genes. Attempts have been made
in this study to develop some statistical approaches
to select biologically relevant genes from the high
dimensional GE data. An improved gene selection
technique, Boot-MRMR was developed to select
biologically relevant genes by maximizing the
relevancy and minimizing redundancy. To validate
the chosen genes obtained by using a gene selection
technique, a gene set enrichment test with QTLs
(GSEQ) has been proposed. To remove the noise
from the microarray data, an estimator for obtaining
the true GE values based on Wavelets analysis is
being developed. Further, a systematic comparative
analysis of the developed and 12 existing gene
selection methods was performed by using 16
diversified criteria under a Multiple Criteria Decision
Making Set up.

A study on sequence encoding based
approaches for splice site prediction in
agricultural species

The True and false splice sites sequence datasets
of the six different eukaryotic species viz., Oryza
sativa, Bos taurus, Danio rareo, A. thaliana, D.
melangster and C. elegans were extracted from the
public domain i.e., UCSC genome browser (https://
genome.ucsc.edu/). As most of the existing splice
site prediction methods are based on the association
among positions surrounding the splicing junction, a
novel methodology has been developed for finding
associations among positions surrounding splicing
junctions. The proposed method is more statistically
sound as compared to the existing empirical based
approaches. The method for finding association is
based on the concept of latent normal variate, where
the occurrence of nucleotides at each position was
described by latent multivariate normal variable. The
proposed approach is applied to the cattle dataset,
and the heat maps for the obtained association
matrices for true and false splice sites are shown in
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the figure below. It can be seen that the associations
among positions surrounding true splice junctions
are captured by the proposed approach, whereas
no such associations are found to be present in the
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false splice junctions.

RiceMetaSys: Understanding Rice Gene
Network for Blast Resistance and Drought
Tolerance through System Biology Approach

Quality check followed by preprocessing of the
generated raw reads of transcriptome data of eight
samples from M. oryzae infected panicles in Tetep
and HP2216 has been carried out. The high quality
reads of eight samples HP2216 Control, Hp2216
48phi, HP2216 72phi, HP2216 96phi, Tetep Control,
Tetep 48phi, Tetep 72phi and Tetep 96phi has been
assembled. Differentially expressed genes under
rice blast disease have been identified. Database for
drought and salt inducible genes in rice has been
developed

Computational Identification and Modelling
of Genetic Variation in Relation to
Performance Traits in Buffaloes

The prediction of SNPs related to miRNAs or
their targets has been done. Assembly of ddRAD
sequences has been done. Prediction of SNPs
related to four important traits in buffalo using ddRAD
sequences has been done.

Gene Regulatory Networks Modeling For
Heat Stress Responses of Source and Sink
for Development of Climate Smart Wheat

Identification of differentially expressed genes
between control and heat stress conditions from
wheat cv.HD2985 and HD2329 has been carried out.
Novel heat stress responsive short sequence repeats
(SSRs) has been identified from wheat cv.HD2985
and HD2329. Stress associated genic SNPs are
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identified from the sequences of differentially
expressed genes. Stress associated proteins in
wheat under heat stress has been identified using
fourth generation proteomic tool (iTRAQ).

Identification of Genetic Polymorphisms for
Pathogenicity in Vibrio sp.

Four hundred eighty seven putative pathogenic
genes were obtained from the pathogenicity islands
through integrated method by island viewer. Whole
genomes of three isolates causing AHPND and four
other isolates (including one Indian isolate) were
screened for pathogenic genes. Similarity search
was done using blastx between pathogenic genes
as query and whole genomes of seven isolates as
database by setting maximum e-value, 10-5. Blast
results were parsed with in-house python scripts
to generate qualitative data for the presence or
absence of genes in pathogenicity island regions in
all the seven isolates.

Bioinformatics Analysis of Sequence Data of
Brinjal and Bitter Gourd for Identification of
Functional and Regulatory Genes for Traits
of Economic Importance

Classification and comparative sequence analysis
of stress tolerance genes of Viridiplantae was done.
Besides, analysis of sequence data of bitter gourd for
identification of genes and their regulatory apparatus
involved in biotic stress and pharmaceutical traits was
performed. Novel functional and regulatory genes
involved in stress tolerance and pharmaceutical
traits were also mined. Analysis of sequence data of
brinjal for identification of stress tolerance genes and
their regulatory apparatus was also done.

Computational approach for harnessing
genome information and its integration
with wheat phenome for efficient varietal
development.

The 35K data of 375 genotype representing
corset of Indian wheat were subjected to structure
analysis using the STRUCTURE tool version 2.3.4
to determine the population structure among the
varieties. The data consists of SNPs of 375 varieties
and 35K locus. The structure was run using the
modified version of structure called parastructure
available at github which consists of a modified perl
script which can distribute the jobs across multiple
nodes on a server. Using this modified pipeline each
run of K (the number of populations) is executed
separately on each CPU of the cluster trough queue
system based on PBS. The structure tool was run



using the above mentioned perl script with 100000
MCMC runs and 100000 BURNIN time. The results
of the structure tool were then used to determine the
exact K which divides the population of the entire
dataset into 3 distinct populations. This tool gave the
K value of 3 which divides the 375 varieties into 3
distinct populations.

The genotypes got classified into three clear cut
groups. The first group representing tetraploids
(durum and dicoccums), the second major group
encompassing post green revolution (semi-dwarf)
wheat genotypes and the third group predominantly
representing traditionally tall Indian native
germplasm (local land races, indigenous collections
etc.). The profile generated is being subjected to
studies towards developing signature profiles.

Transcriptome from root tissues of two contrasting
genotypes of wheat, i.e., NI5439 (drought tolerant)
and WL711 (drought sensitive) collected at booting
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Figure 1: Bar plot of the 375 varieties produced by
structure tool at K=3.
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Sample name Total input | Both Forward only Reverse only Dropped
reads surviving | surviving surviving

PSTNWR-1 39647672 34536938 4526892 (11.42%) 311268 (0.79%) 272574
Genotype: N15439 (87.11%) (0.69%)
Control

2. PSTDSWR-2 Genotype: NI15439 39895553 34125931 5144784 (12.90%) 304747 (0.76%) 320091
Stress (85.54%) (0.80%)

3. PSTNWR-3 46124178 40482741 5110202 (11.08%) 283280 (0.61%) 247955
Genotype: WL711 (87.77%) (0.54%)
Control

4, PSTNWR-4 37378332 32806787 4099023 (10.97%) 239181 (0.64%) 233341
Genotype: WL711 (87.77%) (0.62%)

Stress

stage was taken under study. For sequencing,
lllumina platform was used. A total of approximately
40 GB (bases) datawas generated. Pre-processing of
wheat raw reads was performed using Trimmomatics
and FASTQC tool.

De novo transcriptome assembly was done using
trinity assembler. Then cap3 assembler was run on
trinity assembly results and redundant sequences
were removed. A total of 631309 transcripts and
446649 genes were achieved. The GC% was found
to be 49.42 and N50 was 851. After removal of
redundant sequences using cap3 assembler, a total
of 365752 final sequences with improved N50 value
of 1092 bp and GC content 49.46% was used for
further analysis. Differentially expressed genes in
following combinations were explored using RSEM
and edgeR.

Venn diagram was made of all the four sets of
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differential expressed genes and 1052 genes were
found common in all the stages. While 11061, 2880,

Table: Stage wise listing of upregulated and downregulated
differential expressed genes in four stages viz. control-
1-tolerant vs. stress-2-tolerant, stress-4- sensitive vs.
stress-2- tolerant, control-3-sensitive vs. stress-4-sensitive
and control-3-sensitive vs. control-1-tolerant.

Data set Upregu- | Downregu- | Total
lated lated

control-1-tolerant vs. 33021 18254 51275
stress-2-tolerant

stress-2-tolerant vs. 11915 7183 19098
stress-4_sensitive

control-3-sensitive vs. 11454 21018 32472
stress-4-sensitive

control-1-tolerant vs. 10019 29154 39173

control-3-sensitive
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8650, 7049 DEGs were unique in control 1 tolerant
vs. stress 2 tolerant, stress 4 sensitive vs. stress 2
tolerant, control 3 sensitive vs. stress 4 sensitive and
control 3 sensitive vs. control 1 tolerant respectively.

__3vs. 4

Figure: Venn diagram of differential expressed genes. Code 1
vs. 2,4 vs. 2,3 vs. 4 and 3 vs. 1 represents the control-1-tolerant
vs. stress-2-tolerant, stress-4- sensitive vs. stress-2- tolerant,
control-3-sensitive vs. stress-4-sensitive and control-3-sensitive
vs. control-1-tolerant.

Molecular and computational approach to
delineate metabolic pathways for better
carbohydrate utilization in Labeo spp.

Data points for transcriptome were based on four
iso-nitrogenous (CP-20) feed type and five tissues.
In feed type, they were with 20%, 40% and 60%
carbohydrate level with two groupviz. with starch
and with glucose. The tissues covered were viz.,
brain, liver, intestine, kidney and muscles in both
species of Rohu fish Labeobataand L. rohita.

Quality check and pre-processing were done for
all 40 sets of transcriptomic data. Approximate 230
GB and 208 GB of Labeobata and Labeorohita,
respectively paired end data was used for de novo
assembly. De novo assembly was performed by
using three assemblers such as Trinity, CD-hit and
cap3.

Assembly Statistics

M Labeobata | Labeorohita.

Total contigs generated 332641 359317
N50 1447bp 1323
GC% 41.8 41.3
Minimum length 300 300
Maximum length 40143 27164
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Within species comparison: Bioconductor package
EdgeR was used to identify the differentially
expressed gene (DEGs).

Differential expressed genes for Labeobata in Brain

Total Up- Down-
DEG’s regulated regulated

b20*-b40 6486 3575 2911
b20*-b60A 8095 4188 3907
b20*-b60B 6200 3537 2663
b40*-b60A 7230 3615 3615
b40*-b60B 7621 3921 3700
b60A*-b60B 7703 4344 3359

Differential expressed genes for Labeorohita in Brain

Total DEG’s Up- Downregulated
regulated

b20*-b40 3319 2044 1275
b20*-b60A 2865 1477 1388
b20*-b60B 2451 1056 1396
b40*-b60A 2456 1267 1189
b40*-b60B 2945 1045 1900
b60A*-b60B 2757 1527 1230

Genomic data analysis for identification of
economically important markers and viral
diagnostics in pulses

For computational identification of signature regions
of viruses needed for early and rapid diagnosis,
whole genome sequencing of viruses were done.
Since legume has both DNA and RNA viruses, thus
two different strategy were followed.

Crinkle disease In blackgram/urdbean (Vigna
mungo) is caused by urdbean leaf crinkle virus
(ULCV), which is RNA virus. RNAseq data was
generated by extracting RNA from field infected, sap
inoculated and healthy samples for sequencing. In
order to deduce viral RNAseq and plant RNA seq,
deduction was done by assembly and mapping
with control having no virus. 1161 and 1865 contigs
were obtained from sap inoculated and field infected
sample, respectively. Cap3 was used to assemble
the small contigs into complete sequence. Genome
Annotation Transfer Utility (GATU) was used for
annotation of viral genomes by using a closely
related genome as a reference. BLAST analysis
revealed that most of the sequences were obtained
from Retrovirus-related Pol poly from transposon
followed by Cowpea mild mottle virus (CpMMV),
Tobamovirus multiplication, Mungbean yellow mosaic
India virus (MYMIV) and Peanut bud necrosis virus



(PBNV). Three viruses (CpMMV, MYMIV and PBNV)
have already been reported infecting many legume
crops including urdbean, however, the sequences
of retrovirus-related Pol poly transposon and
Tobamovirus multiplication are being reported for
the first time.

For DNA viruses or geminivirome study of legume
crop, five crops viz chickpea (Cicer arietinum), lentil
(Lens culinaris), French bean (Phaseolus vulgaris),
Pigeonpea (Cajanus cajun) and Dolichos (Lablab
purpureus) were selected. A total of 83 samples of
different crops viz., chickpea (n=15), lentil (n=12),
French bean (n=15), Pigeon pea (n=9) and dolichos
(n=12) showing viral symptoms were collected from
fields. After total DNA extraction, viral DNA was
enriched by rolling circle amplification (RCA). RCA
products for the presence of geminivirome were
screened by restriction digestion. The products of
the samples gave ~2.7kb and/or 1.2-1.4 kb DNA or
multiple fragments totalling of 5.4-6.6kb fragments
were further purified and pooled crop wise. Total of
18 library were prepared and subjected to illumina-
next generation sequencing (NGS). Assembly was
done using CLC genomics workbench ver 9.0.
BLAST analysis revealed the presence of Mungbean
yellow mosaic India virus, Tobacco curly shoot virus,
Indian cassava mosaic virus and Ageratum yellow
vein virus in chickpea. In lentil sample, presence of
Mungbean yellow mosaic India virus, Tobacco curly
shoot virus, Mungbean yellow mosaic India virus,
Ageratum yellow vein virus, Cotton leaf curl virus,
Tobacco leaf curl Yunnan virus were found. All these
viruses have been reported to infect large number of
crops, however, itis interesting that these viruses are
being reported to be found associated with chickpea
and lentil for the first time.

Mining and validation of candidate gene
markers and screening on antimicrobial
peptides of black pepper and small
cardamom

For computational prediction of AMP from Black
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pepper, transcriptomic approach was followed. In
response to biotic stress by Trichoderma challenge,
RNAseq data was generated using lllumina
chemistry. After QC and pre-processing, tool trinity
was used for de novo assembly to generate the
transcripts.

Functional annotation was done by BLAST2GO Pro
Version 4.0. All transcripts that were longer than
200 bp were aligned to three public databases (NR,
Swiss-Prot and KEGG).The search for potential
AMPs was performed by 6-reading frame translation
of the transcripts along with cysteine motifs of AMP
families. Filtering was done by (1) One ORF from
six frame, (2) methionine at the beginning of peptide
(3) signal peptide checked by SignalP program and
(4) length <150 amino. Everything was done by in
house script.

Similarity search using BLAST, conducted with 273
AMP sequences in the AMP data base, revealed 273
AMP sequences similar in P. colubrinum and 111
sequences similar in P. nigrum the transcriptome.
Motif search for identification of cysteine rich AMPs
was done. Secondary structures of these peptides
were also predicted.

Transcriptome of leaf tissues associated with biotic
stress, i.e., mosaic disease caused by Cardamom
mosaic virus (CdMV) was generated using lllumina
HiSeq™ 2000 platform as per the manufacturer’s
instructions (lllumina, San Diego, CA). The paired
end transcriptome data was analysed for quality
using FastQC tool and bad quality reads were
trimmed using Trimmomatic tool. These filtered
reads of control and infected data were further
pooled followed by de novo assembly using trinity
assembler. The resultant assembly was used for
abundance estimation and analysis of differential
expressed genes using RNA-Seq by Expectation-
Maximization (RSEM) and edgeR of Bioconductor at
stringent parameters of fold change value four and
FDR <0.05.

Total trinity transcripts 166301
Percent GC 40.08
Contig N50 1997
Median contig length 559
Average contig 1073.56
Total assembled bases 178533626

A total of 5106 genes were found significant to be
expressed differentially. Out of these, 3054 genes
were unregulated and 2052 genes down regulated
in infected sample. Figures show the graphical
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representation of up and down-regulation of genes
in the form of heat map along with the MA plot and
volcano plot.

Figure: Heat map, MA plot and Volcano plot
showing the differential expression of genes

Studying drought-responsive genes in
subtropical maize germplasm and their
utility in development of tolerant maize
hybrids

This is collaborative study with IARI, New Delhi. A
set of 15 drought-responsive transcription-factor
(TF) families encoded by a total of 1436 genes was
structurally and functionally analysed which revealed
that maximum number of genes was on chromosome
1 whereas few chromosomes were completely
devoid of the genes for specific TF families. Most
proteins of the TF families showed negative GRAVY
(grand average of hydropathy) values — the proteins
were predominantly soluble or non-polar and 49.3%
were confined only to the periplasm. The major
drought-related functions of the identified genes were
ABA signalling, ROS scavenging, photosynthesis,
and stomatal development. Phylogenetic analysis
grouped the TF family of genes into TF-specific and
mixed groups; in the latter, the genes were present
with their homologs outside the TF-specific clusters.
Duplication events in the genome revealed 295
genes to be with tandem duplication, 688 genes
with block duplications, and 981 paralogs. Promoter
analysis confirmed a number of drought-response-
related cis-regulatory elements in their promoters.
The nucleotide and protein motif pattern showed that
each motif was highly family specific. The structural
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pattern of the important TF families revealed by the
study will be useful in understanding the functional
relationships among the genes. An association
mapping panel has been developed and maintained
for validating drought genes. Genome-wide SNPs
from the HKI1105 was identified by whole genome
re-sequencing approach. Transcription factors from
a drought tolerant genotype HKI1105 was identified
by whole genome RNA-Seq approach.

Development of Database on SNPs
Associated with Economically Important
Traits in Indian Goats

This is a collaborative study with CIRG, Makhdoom.
A total of 300 Jamunapari and Barbari goats were
selected based on the production and reproduction
records for polymorphism analysis. Data was
collected for various traits like, Growth Production:
Weight at birth, 3 month, 6 month, 9 month and 12
month, Reproduction: data on the parity of the doe,
number of kiddings, type of kidding from Barbari and
Jamunapari goats. Blood samples were collected
from the identified goats. Trait responsive probable
genes’ sequences were generated and compared
with that of sequences from cattle, buffalo and sheep
by nucleotide sequence alignment. SNPs were
identified and an information management system
has been developed.

Development of database repertoire for
Clostridium perfringens strains prevalent in
causing Enterotoxaemia in goats

This is a collaborative study with CIRG, Makhdoom.
Experimental Enterotoxaemia was simulated in 1-3
month kids and adult goats. By such experimental ET
infection, similar lesions were observed as in clinical
ET, based on gross lesions and histopathological
changes. Indirect hemagglutination inhibition
test was also developed to detect epsilon toxin in
intestinal contents of animals succumbed to ET.
Preliminary screening of toxinotypes involved in
goats was also carried out. Mutations in cpa gene
of goat isolates were found, whereas cpa gene
of Sheep C.perfringens type D was conserved
compared to reference strains. G7F strain showed
mutation in CDS of Cpa gene at 4 positions, and
11015 at 7 positions, while Sheep strain 11815
was conserved. Based on sequence analysis,
CIRG strain type D 11015 showed valine—Leucine
mutation in the epsilon toxin gene. Gene expression
in various treatments of experimental ET infection
has been carried out for the genes viz., IL1[3, IFNy,
IFNB, and TGF.



Metagenomic Applications and
Transcriptome Profiling for Inland Aquatic
Environmental Health Surveillance

The present study has been taken up with CIFRI,
Barrackpore. Under the study, sediment samples
were collected from nine sites of polluted and non-
polluted stretches of river Ganga and Yamuna. A
total of 84 GB metagenomic sequence data has
been generated from these sediment samples. The
biodiversity of bacteriophages and taxonomical
diversity of viruses and bacteria were assessed from
the metagenomic sequence data of the sediment
samples. The sediments of polluted stretch of
river Ganga had significantly higher proportion of
Microviridae phage family, ssDNA viruses, and
Mimiviridae virus family compared to the sediment
samples of the non-polluted stretches of river Ganga
near Farakka. A significantly higher percentage
of Mpyoviridae, unclassified phage family and
Retroviridae virus family were found in sediment
samples taken from Farakka as compared to Kanpur.
Also, the diversity in phages in the sediments
of polluted stretches of river Ganga and their
relationship with microbial host were discovered.
Here, the taxonomic diversity, species of different
bacteriophages in pathogenic host systems were
explored using metagenomic approaches to provide
the insight into these small virus particles in inland
aquatic ecosystem.

In silico analysis of data for identification
of functional alleles for stress tolerance
and quality traits using Bioinformatics in
potato

Under this inter-institutional study with CPRI, Shimla,
the assembly and annotation of PVA, PVY, PVX and
Potato Aucuba Mosaic viruses was performed and
two important genes capsid genes and replicase
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genes were identified and their diversity analysis
was also done. Genome data on Streptomyces
strain 64 was analysed. A total of 21,976 genes
were identified and functional annotation of 6500
sequences present in Streptomyces scabies was
done. KEGG pathways analysis was also done.
Assembly and functional annotation of whole
genome sequence data of Phytophothora infestans
1a haplotype was done. KEGG Pathway analysis
and Interproscan also done. Raw data on Fusarium
sambucinum and Rhizactonia solani was received
from Crop Improvement Division. Assembly and
functional annotation was done. Homology Modeling
and docking studies with different sugar moieties
was done for three SWEET genes. Transcriptomics
data on drought stress from kufri Badshah was
collected on root and leaf and submitted to IASRI
for analysis. NUE data is ready for analysis. Whole
transcriptomics RNA sequencing nearly 150 GB
is generated. Data will soon be sent to IASRI.
Di —haploid potato C-13 data is generated and
data sent to IASRI for further analysis. Data on
Aphid Aulacorthum solani was generated de novo
assembly is completed and annotation is remaining.
Data was submitted to IASRI for analysis.

Whole genome sequencing and development
of allied genomics resources in two
commercially important fish-Labeo rohita
and Clarias batrachus

This project is funded by DBT, New Delhi. Three
sets of assemblies were carried out using MaSurca
assembler: 1) Assembly without Scaffolding and
gap closing, 2) Assembly with Scaffolding and gap
closing, 3) Assembly: scaffolding with BAC end.
The best assembly was observed with scaffolding
with BAC end Summary statistic is depicted in
Table. Further, refinement of the assembly is under
progress

Table: Assembly statistics of C. batrachus data using MaSurca

Parameters Without Scaffolding and gap Scaffolding and Gap Scaffolding with BAC
closing closing end

Scaffolds generated 1,82,594
Maximum scaffold length 37,36,085
Minimum scaffold length 500
Average scaffold length 41,371.7
Total scaffolds length 1,06,32,04,338
% of Non ATGC 13.184
Scaffolds =500 bp 1,82,594
Scaffolds 21 Kbp 49,323
Scaffolds =10 Kbp 16,136
Scaffolds =1 Mbp 75
N50 value (base) 67,197
Genome coverage (mb) 1,063

0.9520.08 pg (929.1Mb)
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1,64,087 1,63,643
39,39,243 52,16,833
405 405
60,169.5 64,022
1,09,65,41,240 1,09,65,41,684
6.363 6.364
1,64,085 1,63,641
35,689 35,313
8,318 8,001
136 139
2,38,923 2,74,198
1,096 1,096
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Assembly statistics of C. batrachus scaffolds >1 Kb &
10 Kb Gene prediction of the assembled contigs was
carried out using Augustus gene prediction software
(version 3.1). The total number of predicted genes
was found to be 73,837.

Scaffolds generated 35,313 8,001
Maximum scaffold length 52,16,833 52,16,833
Minimum scaffold length 1,000 10,001
Average scaffold length  1,35,582 2,65,649.2
Total scaffold length 1,01,03,09,606 95,19,24,381
% of Non ATGC 6.906 6.675
Scaffolds = 10 Kbp 8,001 8,001
Scaffolds = 1 Mbp 139 139

N50 value 3,32,510 3,64,495
Genome coverage (Mb) 1,010(94% 951(89%
0.95+0.08 (929.1Mb) Approx.) Approx.)

The predicted genes were further annotated using
Blast2GO. A total of 44,505 putative genes were
annotated at an identity greater than 50%. Gene
ontology analysis of the annotated genes was
done in order to infer its functional aspects. Most
of the predicted genes were found to be involved in
cellular processes, metabolic processes, biological
regulation, developmental processes, growth, and
many more diverse processes.

An attempt was made to get insight into the genes
involved in sex determination. DMRT gene was found
to have good identity and high query coverage. From
our data, we could infer only four DMRT genes viz.
DMRT1, DMRT2, DMRT3 and DMRT5. In order to
characterize and validate the DMRT genes, primers
were designed using primer 3 software. The wet lab
validation of the DMRT genes is under progress.
The functional annotation summary of entire putative
genes of magur genome in terms of gene ontology is
depicted in figure below.

30 Distribastion by Lavel [1)- Tap 28
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Fig. Top hits of gene ontology distribution
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Primers were synthesized for a total of 30 SSRs
and checked for polymorphism in wet lab. PCR
amplification was carried out for all 30 loci, but only
14 loci showed amplification. These 14 amplified
loci were further tested for polymorphism, of which
nine were monomorphic and five were polymorphic
as shown in table. For polymorphic loci, the number
of alleles observed ranged from three to five with
observed heterozygosity ranged from 0.038 to 0.526
and the expected heterozygosity ranged from 0.434
to 0.784.

Primer sequence, repeat type, annealing temperature of
amplified microsatellite loci

Locus |Primer sequence (5’-3’) Repeat  |Annealing
sequence |temperature
(ATT)5

CB02 F: GCCATTCTCCGCTTAGTCAA
R: TTCTCCAAACATCTACTGATCTGA

CB03 F: CATGCAGAACTTGTGACAGTGA  (TTA)5 59
R: TGCGATTCTGGGTTAGCTCT

CB05 F: GAGAGCCAGAGCGAGAGAAA  (CAT)5 58.5
R: GACGACCTGATACTGGCACA

CB06 F: CTCTGTCCAGCTCTTCCACC (ATG)5 58.5
R: ATGGACAAACCCTCCAACTG

CB08 F:TCACTGTTCTCATGGCTCAGA  (GTGC)5 59
R: CGCACGGACACACATTTTAT

CB13 F: ATAATCATGCAGGTGGCACA (ATT)6 57
R: CTGCGGACACATTAGCACAA

CB14 F:TCCCAGTTTGACTTGAACACC  (ATA) 59
R: GAGCCGCATGTTATAGCTCC

CB16 F: CAAACAGTCCGATCATTCCC (TCCA)5 58
R: ACGGACACAATGTTCACGTC

CB17 F: GCTTGCTTTTCCTTCACCAG (TTTA)5 58
R: ATGTGTCGCTTGTCGTTCAG

CB21 F: CAAGTCCTACCTGGCTGCTC (AAAT)6 58
R: AATGGCTCATTGTGTGAACG

CB22 F: GAGGTAGGACGGCAAGTTCA (ATT)5 58
R: CGGTTCCTTTCATTGCAGTT

CB23 F: GGTTTGGATGCATCTTGGAT (TTA)5 59
R: GGACTTGGCAATGACCATCT

CB25 F:GTGTCATTAGGGTTGCCAGG (TCAT)5 57
R: TTGCACAGAGGCAAGTGAAG

CB30 F:ATTTTGCCAGCCATTGAAAG (AAT)6 57
R: TGCACCTCTAGGCAGACCTT

Assembled scaffolds were used for repeat

masking using homology and de novo method.
For homology based method, current release of D.
rerioRepBase database was used as repeat library in
RepeatMasker and for de novo method repeat library
was constructed using RepeatModeler and repeats
were masked using this library using RepeatMasker.
On totalling both de novo and homology based
methods, 36.48 % of genome of Magur contained
repeat sequences.
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Table:Repeat sequence content in and C. batrachus Assembled scaffolds were used for repeat
masking using homology and de novo method. For
homology based method, current release of D. rerio
RepBase database was used as repeat library in
RepeatMasker and for de novo method repeat library
was constructed using RepeatModeler and repeats

C. batrachus

Repeat No. of Length % of
element elements | occupied (bp) | sequence

SINEs 79155 10172283 1.34 . J ;

e 120546 27558167 364 were ma§ked using this library using RepeatMasker.
: On totaling both de novo and homology based

LTR elements 103982 29074733 3.84 methods, 41.62 % genome of Rohu contained

DNA elements 505873 95424882 12.61 repeat sequences.

LneEsiies el SRR el Identification of repeats is a crucial step in genome

Small RNA 385 72498 0.01 annotation, we also compared repeats in these two

Satellites 5638 1555931 0.21 genome with other teloest genomes like D. rerio

Simple repeats = 572488 23456970 3.10 (59.78%), C. caprio (Common carp) (37%), C. idellus

Low complexity ~ 50542 2654874 0.35 (Grass Carp) (38%).

Table: Repeat sequence content in L. rohita and C. batrachus

L. rohita C. batrachus
Repeat element No. of Length % of No. of Length % of
elements occupied sequence elements occupied sequence
(bp) (bp)
SINEs 19065 2804621 0.33 79155 10172283 1.34
LINEs 32341 6958808 0.82 120546 27558167 3.64
LTR elements 42582 14340072 1.69 103982 29074733 3.84
DNA elements 830909 157469575 18.60 505873 95424882 12.61
Unclassified 691139 107269537 12.67 596240 80232145 10.60
Small RNA 7250 1368038 0.16 385 72498 0.01
Satellites 137098 33124580 3.91 5638 1555931 0.21
Simple repeats 412879 19648413 2.32 572488 23456970 3.10
Low complexity 57959 3564659 0.42 50542 2654874 0.35

Table: Comparison of repeat content with other teleost genome

Grass Carp Magur Rohu Zebrafish Common Carp
Length Length Length Length Length
Occupied % | Occupied Occupied % Occupied % Occupied
(bp) (bp) (bp) (bp) (bp)
SINEs 2352194 0.26 10172283 1.34 2804621 0.33 31330142 2.21 9314658  0.55
LINEs 14422092 1.6 27558167 3.64 6958808 0.82 37050077 2.58 60640105 3.58

LTR elements 25680184 2.85 29074733 3.84 14340072 1.69 50079393 3.31 38668676 2.28

DNA

elements 193418832 21.48 05424882 12.61 157469575 18.6 546740746 38.51 232389411 13.71

Unclassified 112688266 12.51 80232145 10.6 107269537 12.67 677694 0.05 188341161 11.11
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Whole genome based SNP mining and
development of breed signatures for dairy
and dual-purpose indigenous cattle (DBT-
Funded)

This study is funded from DBT, New Delhi.
Data generated from 777k Bovine HD SNP chip
was subjected to structure analysis using the
STRUCTURE tool version 2.3.4 to determine the
population structure among the four indigenous cattle
breeds. The data consisted SNPs of 72 samples
and 777962 locus. The structure was run using the
modified version of structure called parastructure
available at github which consists of a modified perl
script that can distribute the jobs across multiple
nodes on a server. Using this modified pipeline, each
run of K (the number of populations) is executed
separately on each CPU of the cluster through
queue system based on PBS.

The structure tool was run using with 100,000
BURNIN time and 100,000 MCMC replicates derived
for each K, setting the admixture model as the
ancestry model and allele frequency correlated as
the allele frequency model.

The results of the structure tool were then used to
determine the exact K which divides the population
of the entire dataset into distinct populations. We
used the Structure pipeline available on Github for
this purpose which consists of python and R scripts
which can predict the K vs Delta K values for the
structure results. This tool gave the K value of 3 which
divides the 72 samples into 3 distinct populations.
The Bar plots of the results drawn using Structure
tool are shown in Figure below.

"Ehuﬂggi

Figure. Bar plot of 72 sample of cattle produced by structure tool
at K=3.

Bovine HD SNP chip 777K generated data were
further analysed to obtain Runs of Homozygosity
(ROH), genomic F (inbreeding coefficient) derived
from ROH (FROH)’ FGRM’ FHOL’ Mouand FMOLU

four breeds of indigenous cattle viz. Gir, Sahiwal,
Tharparkar and Vechur cattle. Each breed was
represented by a panel of 18 samples (total 72

samples).

All SNPs not assigned to a Bostaurus chromosome
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(BTA) or assigned to chromosomes X and Y were
excluded. Markers were filtered according to quality
criteria that included: (i) call frequency (20.95), (ii)
minor allele frequency (MAF=0.01) and (iii) Hardy-
Weinberg equilibrium (P-value = 0.001). SNPs that
did not satisfy these quality criteria were excluded.
Therefore, unlinked SNPs were selected using -indep
option of PLINK with the following parameters: 50
SNPs/window, a shift of five SNPs between windows
and r? threshold of 0.5. A total of 625081 SNPs in
Gir, 589412 SNPs in Sahiwal, 462962 SNPs in
Tharparkar and 326688 SNPs in Vechur cattle
breeds were retained after quality control and were
used to estimate F_,

Run of homozygosity: F.,, were calculated as the
proportion of genome in ROH over the overall length
of the genome covered by the involved SNPs using
the PLINK whole-genome association analysis
toolset. The following criteria were used to define the
ROH: (i) the minimum number of SNPs included in
the ROH was fixed at 40; (ii) the minimum length that
constituted the ROH was set to 4 Mb; (iii) two missing
SNPs were allowed in the ROH; (iv) minimum density
of one SNP every 100 kb; (v) maximum gap between
consecutive SNPs of 1 Mb.

Moreover, the number of allowed heterozygous SNPs
was set to different values: from one to three. Mean
Fron Values obtained allowing different numbers of
heterozygous SNPs were compared within the same
breed using paired t-tests. The mean number of ROH
per individual per breed (MN,,), the average length
of ROH (L,,,,) and the sum of all ROH segments per

animal (S.,,) were estimated.

Table 1: Descriptive statistics for runs of homozygosity
(ROH) for each cattle breed

Breed  MNiou Frowu Lo [SNPS__ |

Sahiwal 6.38  0.0520.035 8.52 149 to 21881
Vechur 15.03 0.0870.037 16.21 145 to 21132
Tharparkar 10.42 0.0630.029 10.17 148 to 16846
Gir 5.15 0.0350.019 6.11 144 to 19852

Genomic inbreeding analyses: Alternative estimates
of inbreeding and coancestry coefficients were
also calculated. In particular: (1) F estimated from
the Genomic Relationship Matrix, GRM (FGRM);
(2) the genomic inbreeding coefficient based on
the difference between observed v. expected
number of homozygous genotypes (FHOM); (3) the
molecular coancestry coefficient (FMOLIj) between
individuals i and j; (4) the molecular inbreeding
coefficient (FMOLi) of individual i, calculated as



FMOLi = 2 fMOLii-1 where fMOLii is the molecular
self-coancestry.

Table 2: Estimated average of genomic inbreeding and
coancestry coefficients for each cattle breed

Breed  Fon Fuou | Fuoi  Fuou

Sahiwal 0.075 0.025 0.689 0.679
Vechur 0.034 0.012 0.614 0.640
Tharparkar ~ 0.044 0.018 0.633 0.658
Gir 0.097 0.049 0.669 0.666

Genetic distance between all pairwise combinations
of individuals (D) was estimated as one minus
the average proportion of allele shared where the
average proportion of allele shared was calculated as
Dst using Plink v1.07. The average genetic distance
between individuals drawn from the same breeds
was 0.173 within the Tharparkar breed, 0.170 within
the Sahiwal breeds, 0.172 within the Gir breeds and
0.203 within the Vechur breeds. The average genetic
distance between individuals drawn from different
breeds ranged from 0.187 + 0.003 in (Tharparkar
and Sahiwal) to 0.211 + 0.006 in (Tharparkar and
Vechur) the average genetic distances between the
different breeds are shown in Table 3.

Table 3: Average genetic distances among the breeds.

Brocds  Tharparkar Saiwal Vechur  Gir

Tharparkar  0.173 0.187 0.211 0.190
Sahiwal 0.187 0.170 0.205 0.191
Vechur 0.211 0.205 0.203 0.221
Gir 0.190 0.191 0.221 0.171

The NJ tree was constructed using the average
genetic distances with the help of phylip v. 3.695
suite and visualized using the Figtree v 1.4.2 as
shown in Figure.

Figure: The rooted tree of the four breeds of Cattle visualized
using the Figtree
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Elucidating the mechanism of Pashmina
fibre development: An OMICS approach

This project is funded by National Agricultural
Science Fund, ICAR, New Delhi with the SKUAST-
Kashmir being the lead centre and ICAR-NDRI,
Karnal and ICAR-IASRI being the collaborating
centres. The RNA-Seq data of Pashmina goats
maintained at moderate temperature and cold /
arid conditions was received from the lead centre
SKAUAST, Kashmir. The data comprises of (i) three
samples from two conditions, viz., one sample from
moderate temperature and two samples from Cold/
Arid temperature conditions (ii) two more sets of
data having five samples each. In case - i, both
the replicates of the cold/arid temperature samples
were merged for further analysis. The quality
control analysis has been done on the supplied
transcriptome data. For paired end reads, pre-
processing steps through Trimmomatic software
have been followed for trimming and filtering of
data. The adapter sequences were removed and
quality filtering has also been done through the
same software. A similar procedure was followed in
case — ii also. The reference genome sequence of
Cashmere goat (Yang, et al., 2013) was downloaded
from NCBI and further indexed by Bowtie2. The
trimmed transcriptome sequences were subjected to
TopHat aligner for mapping. The mapped bam files of
the transcriptome were used as input to the cufflink,
cuffmerge and cuffdiff pipeline for the identification
of the differentially expressed genes. After stringent
filters, a total of 22 up / down regulated transcripts
exhibiting fibre growth related functionality were
found. Also, attempts were made to predict IncRNAs
from a pipeline developed under the project. The
selected IncRNAs were further analyzed for their
function as well as prospective role in fibre related
gene regulation

Modeling network of gene response to
abiotic stress in rice (NFBSFARA)

Connexion Genotype-specific DEGs with Gene
Regulatory Network

In order to decipher the genetic basis of salt tolerance,
high-throughput sequencing of mRNA (RNA-Seq)
was used and transcriptome changes of tolerant
(CSR 27) and sensitive rice (BPT 5207) genotypes
were analysed for each ten different time points.
Within and between genotypes wise comparative
experiments over ten time points were used for a)
decoding possible temporal regulatory mechanism
and b) mining unique salt responsive differentially
expressed genes (DEGs) and associated pathways
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from both the genotypes. It is hypothesised here
that the progression of salt stress may have three
distinct stages. Interestingly, both genotypes seems
to be dynamic in terms expression behaviour
during the stress time scale undertaken. Stage
wise examination of DEGs reveals stage specific
contrasting patterns of expression of genes, TFs,
and associated pathways. Functional annotation
of top ranked genes of tolerant genotype mainly
includes ankyrin repeat domain-containing protein
28, retroposons, terpenoids (at early stage), putative
metallothionein-like protein 3B, threonine synthase,
O-methyltransferase (at middle stage) and putative
acid phosphatase, CYP709B3 (at late stage). Merger
of DEGs with miRNA-TF mediated synergetic gene
regulatory network* showed genotype biased stage
specific expression and substantiate the presence

Tolerant_ Stagewise
Tolerant_ timepointwise

Sensitive_ Stagewise
Sensitive__ timepointwise

=

Differential expression of 85 out of  Differential expression of 75 out of
133 miRNA-TF regulated Genes in 85 miRNA-TF regulated Genes in
tolerant genotype (CSR27) sensitive genotype (BPT 5204)

Average expression of differential genes

O 24N W b OO N ® ©

Ohr 3hr 6hr Ohr 12hr 15hr 18hr 24hr 30hr 45hr

Time points after onset of salinity stress (in Hours)

Figure: The mean expressions of filtered 8657 and 3821 DEGs at each
time points were calculated from normalized FPKM values of tolerant and
sensitive genotypes and plotted with respect to time points. Two change
points (9-12hr and 18-24 hrs) were observed in the average expression
values of DEGs during successive progression of salt stress. Differential
expression of 85 out of 133 mMiRNA-TF regulated Genes in tolerant
genotype (CSR 27) and differential expression of 75 out of 85 miRNA-TF
regulated Genes in sensitive genotype (BPT 5204) was observed at first
and second change points respectively.

of three distinct stages. The expression of 133
miRNA-TFs synergistically regulated target genes
of the above network were checked for differential
expression in within genotype experiments at their
respective stages. It was observed that 85 out of
133 genes were differentially expressed specifically
at the first transition point, i.e. early to middle stage,
in the tolerant rice genotype. Whereas, 75 out of
these 85 genes, were again differentially expressed
specifically at the second transition point, i.e. middle
to late stage, in the sensitive genotype. Further,
pathways enrichment of these genes reveals their
genotype specific behaviour at transition points.
Back tracing from genes to miRNA reveals that
two miRNA’s viz. miRNA408 and miRNA164 were
modulating these 85 genes. Here, genotype wise
distinct behaviour of miRNA-TFs synergistically
regulated genes particularly at transition points may
have profound role in governing genotype-specific
transcriptional dynamicity. However in-vitro driven
deep examination of these observations is necessary
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to establish the staged molecular mechanism of salt
tolerance in rice.

hpcDATA: High Performer Computation
for Differential Expression, Annotation &
Transcriptome Assembly

The developed web based software for NGS analysis
and annotation “High Performer Computation for
Differential expression, Annotation & Transcriptome
Assembly (hpcDATA) has been deployed on
institute server, available over LAN, for testing (URL:
http://192.168.7.45:8084/hpcDATA). The developed
software is capable of De-Novo assembly of
transcriptome sequence data, the workflow includes
SRA toolkit, FastQC, Trimometic, trinity and Rsem
tools. Altogether across above tools approximately
100 parameters have been customized tested
and included in this pipeline. It can be also
used for reference based analysis (workflow) of
transcriptome data, which includes: SRA toolkit,
FastQC, Trimmomatic, Bowtie, Tophat, Cufflink
and Cuffdiff tools in the pipeline. Altogether across
above tools approximately 135 parameters have
been customized tested and included in the pipeline.
Apart from that this toll has following modules:

i)
i)

i) Project monitoring module

Differential gene identification module

Annotation Module

Differential Gene Identification: A separate module
dedicated for differential gene analysis has been
incorporated. It enables user for customized analysis
of differential gene experiments, in both the cases of
referenced and de-novo based assembly. Annotation
module: This includes local MPI BLAST, Gene
ontology analysis and Pathway analysis. Result
tracking module: This module helps the user to get
informed about the progress of the job submitted by
him. After submitting the job the user need not wait for
the job to finish. An email is sent to the user about the
submission of the job with a link that helps him track
his job status. Since the application would be used
by many concurrent users the folder management is
essential on the cluster too. The folders are created
automatically by the project name. It has been taken
care, that any number of concurrent users can work
at the same time. Similarly, the folder management
have been done on the web server to support more
than one user using the same application. Job
progress management: The user need not wait for
the job to finish after submission. After submission
the user receives an email that his job is submitted.
After completion the user would again receive



an email that his job is completed and system is
ready to show all the results. Additionally, a facility
has also been provided to look at the status of the
jobs submitted by a particular user by a separate
web page. New design facility has been created for
sample wise customization of analysis with case
wise selection of different parameters of analysis.
Previously, the tools were executed on the cluster

Figure: Home page of the developed online software-hpcDATA:
High Performer Computation for Differential expression,
Annotation & Transcriptome Assembly

with default inputs. The modification in the program
is being done to add the functionality for changing
the default values by the user.

Network Project on Transgenic in Crops

The preprocessed RAD-Seq data of 84 varieties of
mango were subjected to de novo SNP mining using
the STACKS software version 1.29, using denovo_
map.pl script. parameters —m taking minimum
of three identical raw reads required to create a
stack, —M with minimum of two mismatches allowed
between loci when processing single individual, —n
with minimum of three mismatches allowed between
loci when building catalog and —T with fifteen threads
to execute. We identified 1.26 million high quality
SNPs by sequencing double digested restriction site
associated DNA (ddRAD) from 84 diverse mango
cultivars from different regions of India and abroad.

Due to random distribution and low genome coverage
of the ddRAD sequence reads, the sequence reads
for the number of SNP loci common to all the samples
was low. There were only 749 SNPs common to all
the 84 mango varieties. The population structure
in the 84 varieties was then determined based on
these 749 common SNPs using the Bayesian, model
based program, STRUCTURE version 2.3.4. The
analysis revealed an optimum K value of two sub-
populations, with a large number of admixed types.
There were 49 cultivars in sub-population | and 35
cultivars in sub-population II.
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To further analyze the genetic diversity and
relationships among the 84 diverse mango
cultivars their ddRAD sequences were aligned
using BioEdit software. Phylogenetic tree was
constructed using an improved version of the
neighbour-joining algorithm, and visualized using
FigTree v1.4.043. The phylogenetic tree grouped
the 84 diverse mango cultivars into seven distinct
clusters. A comparison of the population structure
bar plot and the phylogenetic trees showed that
the structure sub-population | comprising of 49
cultivars corresponded to phylogenetic clusters 1-6,
whereas the subpopulation || comprising 35 cultivars
corresponded to the phylogenetic cluster 7.

Figure. Population structure (A) and an unrooted phylogenetic
tree (B) of 84 diverse mango cultivars based on 749 genome wide
ddRAD SNPs and their associated DNA sequences, respectively.
Correspondences between color-coded phylogenetic clusters 1-7
and STRUCTURE sub-populations I-1l are also shown

All these data have been populated in MiSNPDb to
develop genomic resources and is available at http://
webtom.cabgrid.res.infmangosnps. Only 749 SNPs
were found common to all 84 varieties. Total number
of SNPs discovered in a particular variety can be
displayed. Also, the list of varieties having very same
SNP along with type of haplotype with respect to
varieties can be retrieved. It also has provision for
haplotype, depth selection and selection of multiple
varieties to get their common SNPs. Also, the position
of respective SNPs can be displayed which can be
further used for development of SNP discrimination/
screening assay like FRET, beacon, scorpion or
multiplexing. A user-friendly interface was developed
using HTML/ PHP/ Javascript/ CSS language and
server side scripting was employed using Apache
Web Server. HTML, PHP and JavaScript are used
for displaying the result.
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Figure. Screen shot of the database

Transcriptome and proteome analysis for
identification of candidate genes responsible
for pistillate nature in castor

Stabilized various sex types like monoecious,
pistillate and male lines and selected the line M 574
for the study which produced completely female,
interspersed staminate flower types (ISF) and
completely male lines with a single hermaphrodite
flower at the top in Figure 1. For monoecious type,
the cultivar DCS-107 was selected.

Twelve samples in 3 replicates and also RNA
received from Indian Institute of Oilseeds Research
were subjected to transcriptome sequencing using
next generation sequencer. As the RNA failed to
have the desired integrity and RIN, total RNA was
isolated from all the samples and were used for
development of sequencing library after isolation of

Sex types in castor

[ Hermaghredite

Figure 1. Different sex types in castor

mRNA from it. The mRNA library was sequenced in
Next Generation Sequencer and the data generated
for each sample is tabulated in Table.

Table 1. Data generated in different tissues of castor

m Sample Name No of reads (in million) | Data generated

Leaf Sample

Female Flower from pistillate plant
Female zone from monoecious plant
Male zone from monoecious plant

Leaf L1: Flag leaf from M574 Pistillate line
Leaf L1: Flag leaf from M574 male line

o g B W N -
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81.4 7.22 Gbp
92.8 12.4 Gbp
86.2 10.98 Gbp
64.3 8.25 Gbp
16.7 1.7 Gbp
37.8 4.5 Gbp
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m Sample Name No of reads (in million) Data generated

Leaf L1: Flag leaf from DCS-107

8 F1: Female buds from a completely male line M574
(pistillate line)

9 H: Hermaphrodite flowers

10 M2: Male buds from monoecious line DCS-107

11 M1: Male buds from a completely male line M574
(Completely male line)

12 F2: Female buds from monoecious line DCS-107

Multilabel Functional Classification of

Abiotic Stress Related Proteins in Poaceae

In this study Uniprot data and GEO data has
been used for geeting stress related genomic
sequences. Uniprot data performed better in all the
experiments since uniprot data is the protein data
and protein is the final product of the gene. The
GEO data however pertains to the mRNA data and
additional levels of control beyond mRNA levels
any influence the efficiency of classification. Better
results were obtained in problem transformation
than algorithm adaptation. Problem Transformation
converts the input data into binary data and
hence is more efficient. However, algorithm
adaptation method used consumes less time than
problem transformation method. A website was
also developed for classification using both the
methods.

14.8 1.5 Gbp
16.7 1.7 Gbp
14.8 1.5 Gbp
37.8 4.5 Gbp
39.2 4.4 Gbp
39.5 4.6 Gbp

Development of a Tool for Comparison of
Protein 3D Structure using Graph Theoretic
Approach

There is still an open challenge for protein structure
comparison. Based on the review of literature, the
graph theory approaches can be used for protein
comparison. Many graph models can be created
using various graph parameters. Generally, graph
theory is used to represent/decipher complex spatial
structure which is mutual connected and depended.
The project was formulated for comparison of 3D
protein structure using graph theoretic approach.
We developed two methods namely (i) graph
partitioning and alignment of graph partitions to
derive global alignment of 3D structure of protein
and (ii) graph properties and application of machine
learning techniques. These methods have been
implemented in MATLAB.
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I
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To evaluate the performance of these methods,
cluster analysis using benchmark SCOP data set
of 100 proteins have been performed and results
are compared with two best existing techniques CE
and jFATCAT. The benchmark data has proteins
belonging to all major classes and number of residues
are ranging from 51 to 1005. For cluster analysis, a
number of clustering techniques such as Hierarchical
clustering, K-Means, C-Means, Spectral K-Means
have been used and various accuracy metrics are
calculated. After analyzing these results, k-means
clustering is found suitable over other clustering
techniques. Recall, Precision and f-measure are
considered as accuracy metrics to assess the
performance of these models. The percentage of the
precise clusters indicate the performance of protein
3D structure comparison algorithm.

Method 1: Graph Partitioning Method

An algorithm has been developed to calculate the
similarity between two protein structure (Figure 1)
based on i) Representing 3D protein structure into
2D graph model, ii) Partitioning the graph models
into sub-graphs and iii) aligning the sub-graphs
between pair of proteins and (iv) finally calculated
similarity between pair of protein structures.

Method 2: Graph Properties Method

Another novel method has been developed to
study the complexity of 3D structure of protein. The
machine learning techniques have been used to find
the similarity between two protein structures using
graph properties of protein 3D structures. Figure 1
represents the workflow for the proposed method
consisting of four steps namely, i) Representing 3D
protein structure into 2D graph model, ii) Calculating
graph properties iii) Calculate similarity and iv)
Evaluation by cluster/classification.

The cluster analysis results of graph partitioning

method are presented in table 1 with recall,
W7 SO A
i
Abgrang = :
[ i o i
madching 5 . Garagh-1
B subgeaghs Caraph-3

Figure 1: Workflow of graph partitioning method
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precision, f-measure and random index as accuracy
metrics. The accuracy based on R-index has been
observed as 97% similarity with CE, 86% similarity
with jFATCAT and 91% accuracy with proposed
graph theory based method.

The graph properties method resulted with accuracy
level of 65.50 % for the benchmark dataset. The
analysis was performed using various combinations
of threshold values to consider a connectivity of
pairs between atoms distance less than 0.1, 0.2, 0.3,
0.4 and 0.5. The f-measure is found as 57.24 %,
59.40%, 63.33 %, 65.50 % and 65.50 % respectively
at each class level clustering with values as 0.1, 0.2,
0.3, 0.4 and 0.5 respectively. The comparative values
of f-measure for proposed graph properties based
method (Best value has been taken with respect
to various threshold levels), CE and jFATCAT are
65.50, 94.65, 63.33 respectably.

These methods were also evaluated with respect
to proposed algorithm in terms of computational
running time in performing the analysis of protein
structure comparison. The earlier methods, CE
and jFATCAT consumed 126 hours and 19 hours
respectively to perform the experiment of 100 protein
structures comparison on a desktop computer of 8
GB RAM having 64-bit Windows 7 OS and MATLAB
version 2010. Under the same setup, the proposed
algorithm takes 51 hours, 13 hours, 3 hours and 3
hours for distance threshold 0.1, 0.2, 0.3, 0.4 and 0.5
respectively. Thus, the proposed method performed
significantly better in terms of computation time over
CE and jFATCAT but the proposed graph based
methods are showing improved performances over
JFATCAT in terms of classification accuracy.

Development of 16s rDNA Rumen Microbes
Specific Database

Datacollectionfrompublicdatabasesisapproximately
209177 sequence data. Pre-processing and filtering
has been done by sequence size and other criteria
such as host, organism, species, origin, published
articles. After pre-processing, 10539 sequence
data has been selected for further development of
database, phylogenetic tree and web portal. We
created standard phylogenetic tree using the filtered
10539 data set. Here we have developed two
types of databases such as BLAST and RDMBS
databases. BLAST database is used for search
sequence similarity of a novel sequence given by
user. The BLAST search result in simple text has
been presented to user and also presenting nearest
16s rRNAs to the given sequence in the stander
phylogenetic tree. RDMS database is being used



for searching 16s rRNAs using key words. The web
portal has been developed in three tier architecture,
a) user interface has been developed using HTML,
JAVA and CSS to search the database using key
words, provision for input a novel sequence and
view phylogenetic tree. b) PHP scripting language
has been used as web server side scripting and
background process MPI-BLAST is used for
searching a given sequence is BLAST database. c)
MYSQL database has been used to store 16s rRNAs
data in RDBMS concept and MPI-BLAST database
has used to store 16s rRNA sequence data.

Platform on Integrated Genomics Warehouse

Critical review has been done and identified the
different databases related to genetic variants of
rice. These databases are further being explored for
the development of data marts. The attributes and
other parameters have been identified by exploring
these databases. ldentification of parameters for
genetic variants are SNP, SNP haplotypes, InDels,
CNV and SSR parameters. The techniques and tools
are being reviewed to integrate these variants with
Genes and QTLs related information. The existing
databases related to SSR’s, CNV, SNP and InDels
are being explored. The attributes related to these
databases have been finalized and Source Schema
development of these databases has been initiated.

Creating a fully characterized genetic
resource pipeline for mustard improvement
programme in India

This project is funded by National Agricultural
Science Fund, ICAR, New Delhi with the PAU-
Ludhiana being the lead centre and ICAR-IARI, New
Delhi, Directorate of rapeseed-mustard research,
Bharatpur, GBPUAT, Pantnagar and ICAR-IASRI
being the collaborating centres. Atotal budget of Rs.
44.822 lakhs has been allocated for the study. The
information regarding the number of lines and the
traits to be considered for study has been finalized.

ICAR Consortium Research Platform on
Genomics: Computational and Analytical
Solutions for High-throughput Biological
Data

Guar Genome Assembly and Analysis (Data
generated by NRCPB, New Delhi): The NGS data
on five samples of guar crop has been received
from the partner centre, ICAR-NRCPB and the
assembly of genome sequence is under progress.
The transcriptome data of guar genome available in
public domain has been retrieved and assembled
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by following standard transcriptome data analysis
pipeline. SSRs have been identified and maintained
in a standard format for necessary development of
database. Primer designing for the identified SSRs
has been done. Analysis for prediction of different
types of ncRNAs [Fig. 1] and their interaction with
ESTs [Fig. 2] using bioinformatics pipeline has been
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Fig.: An integrative computational pipeline for the systematic
identification of noncoding RNAs (IncRNA and miRNA) and their

targets.
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Fig.: Representation of predicted interaction between IncRNA
and expressed genes (ESTs). The ellipse and rectangular nodes
represent INCRNAs and expressed gene respectively.

Programme-5: Development of

Informatics in Agricultural Research

National Information System on Agricultural
Education Network (NISAGENET)

As per the decision of the Council, all the existing
solutions developed by IASRI for the education divi-
sion of ICAR has been merged under the umbrella
of Agricultural Education portal of ICAR. Additional
new initiatives like development of student portal
has been started. A web responsive homepage has
been developed and made available on Internet at
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http://education.icar.gov.in. Following new function-
alities have been developed under the project:

e Statement of expenditure (SoE) sub module
under Budget Module for uploading SoE of each

component has been developed.

Demand of funds and guidelines sub module
for uploading demand under each component
is developed to facilitate filling of funds under
different heads by the university nodal officer.

Multiple new reports have been made to track the
demand of funds for each module and release of
funds by the education division. All the reports
have been made browser compatible and can
be viewed in Internet Explorer, Google Chrome
and Mozilla Firefox. A number of reports have
also been made web responsive for viewing on
mobile phones/tablets.
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Homepage of the Agriculture Education Portal

The existing NISAGENET system has been
maintained for archival purpose and following
functionalities were incorporated before the decision
for development of education portal has been taken.

® Faculty profile module including basic data of
faculty members along with their publication list,
awards, courses taught, and their research areas
has been enhanced to facilitate publishing their
own information on the web through a web page
address provided to each faculty. More than
1300 faculty members of various universities

have built their web pages during this period.

Regular contact and technical Support has
been maintained with the Nodal Officers of each
university for data uploading and validation in
NISAGENET.
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Management System for Post Graduate
Education-I|

The Management System for Post Graduate
Education was designed, developed and
implemented at IARI, IVRI, NDRI, CIFE and CAU.

IARI- PG School Management System

During the reporting period, designing, development
and implementation of the Online Application System
for Ph.D. entrance examination, IARI has been
developed as a module of the MS-PGE system. The
system was launched for filing up of the applications
from the candidates on 7thFebruary, 2017 and about
3300 students are registered with the system. Out
of which about 2500 applications were filled on-line.
Multiple reports as per the requirements of the PG
School official, IARI for allocating the examination
center and for validating the participants have been
developed. Support has been provided to solve the
queries of the various users’ w.r.t. application filling
to candidates as well as for other modules such as
student registration and result uploading.

Indian Agrlcultural Research Iflstil_ |15

Home page of Ph.D. Entrance Application Management Module

New type of mandatory course entitled” Compulsory
Qualifying Course” for the students to qualify the
course was introduced in the online system but
its grades will not be counted in the OGPA of the
student. Course No. PGS506 — History of Agriculture
was converted from Compulsory to Compulsory
Qualifying course at multiple places in the system
like student grade sheet, marks sheet, progress
report. Further, changed remarks of PGS506 to
satisfactory or unsatisfactory. Modified the source
code in the dean, guide, and professor levels in
PPW/ORW modules for increasing performance of
System. Changed AIM level to Associate Dean level
and developed registered student report at admin
level.



AMS CIFE at CIFE Mumbai (CIFE Academic
Management System)

Following functionalities were developed and
implemented at CIFE Mumbai

The process of examination is different in CIFE as
compared to IARI. In CIFE, final examination papers
are checked by the external faculty and marks are
to be entered by the central examination cell. All
other evaluation is done by the internal faculty. In
order to implement the grade assignment process,
customization of student’s examination module has
been done and implemented. Course schedule
module was modified and all reported errors were
removed, faculty can upload e-learning files and
data in excel and .cvs format. Customized course
modules for students to be compatible in browsers
like Mozilla, Chrome and Internet Explorer. Online
assignment upload module has been developed
and implemented at CIFE, Mumbai. Customized the
Upload profile photo module under faculty profile.
Alumni report module customized and generated
a discipline wise alumni report for batch (2014-
16).Support provided to allocation of courses to
faculty to Heads of various divisions and faculty for
academic year 2016-17.Support is also provided on
proactive basis to faculty so that they can complete
their pending jobs in the system. All reported queries
have been resolved. Online registration of all new
M.F.Sc students, has been successfully completed
under scheduled time table for the academic year
2016-17.
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Home page of the Academic Management System, CIFE

MS-PGE at NDRI Karnal (NDRI Academic
Management System)

Production instance of the system is installed and
development of master database has been started
in the month of Nov. 2016. All the students and
faculty have been registered in the system. Multiple
SKYPE/LYNC meetings have been conducted with
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NDRI officials. Customization of the system as per
their requirements is in progress. Multiple reports
have been customized to meet the requirements of
NDRI.
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Home page of the Academic Management System, NDRI

IVRI- Academic Management System

Production instance of the system is installed and
development of master database has been started in
the month of Jan. 2017. All the students of 1st year
of M.V.Sc. have been registered and registration
of faculty is also completed. Customization of the
system as per their requirements is in progress.

Academic Managemenl Svstem : IVRI

iy

Home page of the Academic Management System, IVRI

Results Framework Document Management
System in ICAR (RFD-MS)

Refinement of the system, modifications, creation of
reports, insertion of mandatory objects etc. has been
done. The ‘Prepare RFD’ module has been modified,
which allows the organization to prepare their result
framework document year wise. The ‘Print RFD’
module has been modified, which allows to prepare
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RFD reports for the specified period and to print the
report. Report for targets and achievements have
been redesigned.

]
Knowledge Management System for

Agriculture Extension Services in Indian
NARES

An online portal viz. ‘Krishi Vigyan Kendra
Knowledge Network’ has been developed to
disseminate knowledge and information from KVKs
to farmers. It has been hosted at ICAR — |IASRI data
center and available at URL (http:/kvk.icar.gov.
in/) (Fig.1). The portal was launched by the Union
Minister of Agriculture and Farmers Welfare on
8th July, 2016 in New Delhi. It is a single window
platform which provides information about KVK,
package of practices related to agriculture and allied
sector, facilities at KVKs, details of events organized
by KVKs and agricultural contingency plan for most
of the districts of India. A total number of 642 KVKs
have been registered into this portal. The portal
is having detail information on more than 25,000
KVK events. 546 KVKs have uploaded their facility
details whereas 393 KVKs have uploaded package
of practices into the portal. The portal has following
reporting modules: Find KVK, Facilities, Upcoming
Events, Ongoing Events, Past Events and Package
of Practices. The portal has access to district-wise
agro-meteorological advisory provided by India
Meteorological Department (IMD) for the farming
community. Agriculture contingency plan for 597
districts of India are available in the portal. The portal
has farmer level detailed information on Cluster Field
Level Demonstration (CFLD), pulses seed hub and
Direct Benefit Transfer (DBT). Reporting modules
for CFLD, pulses seed hub and DBT have been
developed.

The portal has an integrated query module including
simple and advance search facilities. Monitoring
facility has been developed in the portal for ATARIs
and ICAR Extension division. State wise and ATARI
wise monitoring reports have been developed for
KVK Profile, Events, Faciliies and Package of
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Practices. KVKs can upload, view and update Monthly
Progress Report (MPR) and Agriculture Extension
MPR (AE-MPR) reports through the portal. ATARIs
can view the consolidated reports of MPR and AE-
MPR of the KVKs under their office.

A live cluster map has been incorporated into the
portal to keep track of the users. More than 6 lakh of
users have already visited this portal. A Dashboard
monitoring system for various components of portal
has been developed. AKVK Mobile App (Fig.2) for the
farmers has been developed in the Android platform.

.

Fig.1: Home page of KVK Portal

‘#) KVK MOBILE APP ¥

After first login, select
your primary KVK

Register with your After registration,
details

Fig.2: KVK Mobile App



The app was launched by the Union Minister of
Agriculture and Farmers Welfare on 21st December,
2016. The app is available at Google Play Store
and consists of the following functionalities: KVK,
Facilities, Package of Practices, Send Query,
Upcoming Event, Past Event, Weather Advisory,
Market, Change KVK and KVK Portal. Farmers can
ask any farm related query to the experts in KVK and
get solution for that through this app. ICAR Email Ids
for all KVK Heads have been created. A separate
mailbox has been created for providing support to
the portal users.

Implementation of ICAR-ERP, Unified
Communication and Web Hosting Solution

ISO 20000:2011 & ISO 27001:2013 External
Surveillance Audit was successfully completed
at ICAR DC on September 19 and it was
recommended for continuation of the ISO 20000-
1:2011 & ISO 27001:2013 standard by the BSI.
Unified communication solution AD-16000, Mail
Box Users 15878 and Lync user 10913 have been
created till February 2017. About 40 website have
been launched in Data Centre. ICAR Data Centre
was inaugurated by Union Agriculture & Farmers
Welfares Minister at IASRI on 21stDecember, 2016.
Brochure of ICAR Data Centre was also released by
the Minister.

ICAR-ERP has been implemented in 111 Institutes of
ICAR including ICAR Headquarters and Agricultural
Scientific Recruitment Board. For the effective
implementation of ICAR-ERP, six knowledge
enhancement trainings on HRMS & Payroll and
SCM modules have been organized at five different
locations, in which 138 personnel have attended
from different institutes. Institute specific trainings
on ICAR-ERP have been organized at IASRI for
279 personnel. The Payroll Module was successfully
customized as per the 7th CPC and salary has been
disbursed by 47 Institutes for the month of February,
2017.The Expenditure report on cash basis has
been customized, tested and demonstrated to
Finance Division of ICAR Headquarters.

End User Training & Support

® Four knowledge enhancement trainings (Two

days) on “HRMS and Payroll modules” were
organized, in which 87 personnel from different
ICAR institutes have participated.

Two knowledge enhancementtrainings on Supply
Chain Management (SCM) were organized, in
which 51 personnel have participated from the
different ICAR institutes
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Two days training on Payroll module was
organized specially for IARI personnel during
27-28 June, 2016.

One training programme on Supply Chain
Management module (SCM) was organized
specially for NDRI personnel during 04-05 July,
2016.

One training programme on HRMS, payroll
and SCM modules was organized specially
for CIPHET, Ludhiana personnel during 16-20
August, 2016.

Training programme on HRMS and Payroll
modules was organized during 22-27 August,
2016 at Nagpur for Institutes (NBSSLUP, CICR
and NRC for Citrus)

Support is being provided from central help desk
for effective use of ICAR-ERP.

Training programs were organized at IASRI for
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