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It is a matter of immense pleasure
and great satisfaction to present

the Annual Report 2018-19 of
ICAR-Indian Agricultural Statistics
Research Institute (ICAR-IASRI),

’JF ﬁ-.
] fg;b an ISO 9001:2015 certified Institute
O with  glorious  tradition  of carrying

out research, teaching and training in the area
of Agricultural Statistics and Informatics.  This
report highlights the research achievements
made, new methodologies developed, consultancy
services provided, significant methodological and
computational support, dissemination of knowledge
acquired and human resource development. The
scientists, technical personnel, administrative, finance
and other staff have put in their best efforts in fulfilling
the mandate of the Institute.

During the year, research was carried out under
86 research projects (32 Institute funded, 03
Collaborative, 51 externally funded), one National
Fellow Scheme and 07 Consultancy Projects in
various thrust areas.

Alandmarkforthe Institute this year is that under FAO
funded consultancy mode, three separate sampling
methodologies for estimating post-harvest losses of
horticultural crops (fruits and vegetables), livestock
(meat and milk) and fish (capture and culture fisheries)
have been developed. Guidelines for estimating
post-harvest losses of horticultural crops (fruits and
vegetables) and livestock products (meat and milk)
were field tested in Mexico and Zambia respectively. A
modified sampling methodology for estimation of area
and production of horticultural crops was developed
which is efficient, simple, less time consuming and
cost effective. In order to strengthen the existing
system of generation of Agricultural Statistics, a pilot
study for developing state level estimates of crop
area and production on the basis of sample sizes
recommended by Professor Vaidyanathan Committee
report was completed. An innovative methodology
for small area estimation of proportions or counts
under an area level spatial version of the generalized
linear mixed model that incorporates the sampling
information of complex survey design used in survey
data has been developed.

The Indian NARS Statistical Computing Portal is
being extensively used throughout NARES and
helped the researchers in analyzing their data
in an effective manner. In ICAR Research Data
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Repository for Knowledge Management i.e. KRISHI
(Knowledge based Resources Information System
Hub for Innovations in Agriculture), via ICAR Geo-
Portal, visualization of paddy residue burning places
in Punjab, Haryana and UP using Satellite Remote
Sensing during 01-10-2018-30.11.2018 was made
available on daily basis. A series of generalized
row-column (GRC) designs for crop and animal
experiments balanced for spatial indirect effects
have been developed. Construction and analysis of
incomplete split-plot designs have also been done.

Crop yield forecasting under Forecasting Agricultural
output using Space Agro meteorology and Land
based observation (FASAL) scheme has been
done for obtaining wheat crop yield forecasts at
different growth stages for Delhi region. Technology
forecasting of future scenario of Bt technology
in Indian agriculture has been done. A new Von-
Bertalanffy stochastic differential equation model
has been proposed under decreasing stochasticity
with respect to unequal carrying capacity in drift and
diffusion terms and exact solution has been obtained.
Algorithm for combination of Wavelet-Regression and
Wavelet-ANN model has been proposed in order to
forecast the time series observations.

In the area of statistical genetics, sire and error
components  following  different combinations
of distributions viz., normal, beta, Cauchy and
t-distribution by four different methods i.e. ANOVA,
ML, REML and MIVQUE methods with different
parametric values of heritability have been obtained. A
statistical approach, based on a composite measure of
maximum relevance and minimum redundancy, which
is both statistically sound and biologically relevant
for informative gene selection has been proposed.
Moreover, an innovative statistical approach called
Gene Set Analysis with QTLs (GSAQ) for interpreting
gene expression data in context of gene sets with
traits has been proposed.

Development of model web-server and Mobile App
for wheat crop variety identification using throughput
SNP genotyping data has been done. This is the
world’s first of its kind model web server for crop
variety identification using >350 Indian wheat varieties
and Axiom 35K SNP chip data. Uncovering genomic
regions associated with 36 agro-morphological traits
in Indian spring wheat using genome-wide association
study (GWAS) was also done. For exploring the
epigenetic control of heat stress responses in



wheat for characterizing the regulatory networks
associated with thermo-tolerance, construction of
Gene Regulatory Network (GRN) of heat responsive
genes using Weighted Gene Co-expression Network
Analysis (WGCNA) and identification of hub genes
in subnetworks have been done. A comprehensive
database called “RiceMetaSysB” of rice blast and
bacterial leaf blight disease responsive genes in
rice has been developed. Genomic data analysis
to elucidate the regulatory network and candidate
genes underlying cytoplasmic male sterility in
pigeonpea has been done. For computational and
analytical solutions for high-throughput biological
data, the SNP genotyping data of 1762 swamp
buffaloes for three traits: fat, protein and milk yield
from NBAGR, Karnal has been received and GWAS
was performed. High throughput Phenomics-Data
Analysis Platform (HtP-DAP) has been designed
and developed to support the analysis of large-scale
image data sets of crop plants captured by different
camera systems. In order to elucidate the mechanism
of Pashmina fibre development via an OMICS
approach, the binary alignment map (bam) files of the
Pashmina goat transcriptome were analyzed. Mango
(Amrapali) genome assembly has been completed
and completeness of mango genome assembly
was evaluated using BUSCO (Benchmarking
Universal Single Copy Orthologous) approach and
its result revealed 91.4% completeness of assembly.
Development of non-linear model for multi-trait
genomic selection has been done using multi-variate
least absolute shrinkage and selection (MLASSO)
technique along with kernel technique. In addition,
development of a software named Genomic Selection
Tool (GST) has been developed for web platform
for single-trait and multi-trait genomic selection. A
platform on integrated genomics warehouse has been
developed using open source software tools.

ICAR-Data Centre (DC) at our institute is consistently
stepping up with industry standard practice with
ISO:27001 & ISO:20000 certification and is serving
ICAR institutes to enrich Digital India initiative.
Honourable Minister of Agriculture and Farmer Welfare
Shri Radha Mohan Singh launched online Training
Management Information System (TMIS) and Foreign
Visit Management System (FVMS) during the VCs
and Directors’ Conference on 31 of January 2019.
Krishi Vigyan Kendra Knowledge Network or KVK
Portal and KVK Mobile App have been developed to
disseminate knowledge and information from KVKs to
farmers. Farmer FIRST Programme (FFP) Portal has
been developed which provides basic and detailed

information of all projects under this programme. The
ICAR-ERP system (http://icarerp.iasri.res.in) has been
customized with new functionalities and reports. New
institute website has been redesigned, revamped and
redeveloped on a new open source platform. It follows
the Guidelines for Indian Government Websites.

During the year, 14 training programmes (Five under
Centre of Advanced Faculty Training, one Winter
School, three training programmes under HRM and
five other training programmes) were organized in
which 234 participants were imparted training. During
the year, a total of 18 students {3 Ph.D. (Agricultural
Statistics), 7 M.Sc. (Agricultural Statistics), 4 M.Sc.
(Computer Application), 1 Ph.D. (Bioinformatics) and
3 M.Sc. (Bioinformatics)} got their respective degrees.

During 2018-19, the Institute has published 155
research papers in National and International refereed
Journals along with more than 100 other publications.
| am happy to share that scientists of the Institute has
received twelve copyrights during this year.

Our scientists have brought laurels to the institute
by way of bagging a number of prestigious awards
ranging from Panjabrao Deshmukh Outstanding
Woman Scientist Award-2017 of ICAR; Fellow,
National Academy of Agricultural Sciences; Best
Teacher Award in Agricultural Higher Education 2018-
19 from ICAR-IARI, New Delhi; Fellow of Indian
Society of Agricultural Statistics — 2018; Recognition
Award for outstanding contributions in the field of
Social Sciences for the Biennium 2017-2018 from
the National Academy of Agricultural Sciences, New
Delhi; Dr. G.R. Seth Young Scientist Award 2018 by
Indian Society of Agricultural Statistics; Dr. M.N. Das
Memorial Young Scientist Award 2019 of Society for
Statistics, Computers and Applications; many best
paper awards etc. During the period under report,
scientists were deputed on different assignments to
Myanmar, Tanzania, Mexico, Zambia, USA, Nepal
and Canada.

| would like to express my gratitude to Dr. Trilochan
Mohapatra, Secretary (DARE) & Director General
(ICAR) for his invaluable guidance, encouragement
and support. | am grateful to Dr. N.S. Rathore, DDG
(Agricultural Education), ICAR; Dr. P.S. Pandey,
ADG (EP&HS), ICAR and Dr. G. Venkateshwarlu,
ADG (EQA&R), ICAR for their constant direction,
inspiration and support. My sincere appreciation are
to all Heads of Divisions, scientists and other staff of
the Institute for their devotion, whole-hearted support
and cooperation in carrying out various functions and
activities of the Institute. The services of the PME



Cell in compiling and timely publication of the Annual
Report are highly appreciated. | wish to express my
sincere thanks to all my colleagues in PME Cell, in
particular Dr. Ramasubramanian V., the present PME
In-charge and also former PME In-charge Dr. Ajit for
all the efforts and coordinating various activities. The
sincere efforts of all members of Editorial Committee
are praiseworthy.

| am hopeful that the scientists in NARES/NASS wiill
find this publication quite informative and useful and
will be immensely benefitted from the information
contained in it. | look forward to any suggestions and

comments for its improvement.

(L.M. Bhar)
Director (A)
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Milestones

Statistical Section created under ICAR

Activities of the Section increased with appointment of Dr. PV Sukhatme

Re-organisation of Statistical Section into Statistical Branch as a centre for research and
training in the field of Agricultural Statistics

Re-named as Statistical Wing of ICAR

Activities of Statistical Wing further expanded and diversified with the recommendations of
FAO experts, Dr. Frank Yates and Dr. DJ Finney

Statistical Wing moved to its present campus

Collaboration with AICRP initiated

Re-designated as Institute of Agricultural Research Statistics (IARS)

Installation of IBM 1620 Model-Il Electronic Computer

Signing of MOU with IARI, New Delhi to start new courses for M.Sc. and Ph.D. degree in
Agricultural Statistics

Status of a full fledged Institute in the ICAR system, headed by Director

Three storeyed Computer Centre Building inaugurated

Installation of third generation computer system, Burroughs B-4700

Re-named as Indian Agricultural Statistics Research Institute (IASRI)

Identified as Centre of Advanced Studies in Agricultural Statistics and Computer Applications
under the aegis of the United Nations Development Programme (UNDP)

New Course leading to M.Sc. degree in Computer Application in Agriculture initiated
Commercialization of SPAR 1.0

Burroughs B-4700 system replaced by a Super Mini COSMOS LAN Server
Administration-cum-Training Block of the Institute inaugurated

M.Sc. degree in Computer Application in Agriculture changed to M.Sc. in Computer Application
Centre of Advanced Studies in Agricultural Statistics & Computer Application established by
Education Division, ICAR

Establishment of Remote Sensing & GIS lab with latest software facilities

Outside funded projects initiated

Senior Certificate Course in ‘Agricultural Statistics and Computing’ revived

Establishment of modern computer laboratories

First software in India for generation of design along with its randomised layout SPBD
release 1.0

Four Divisions of the Institute re-named as Sample Survey, Design of Experiments, Biometrics
and Computer Applications

Revolving Fund Scheme on Short Term Training Programme in Information Technology
initiated

Training programmes in Statistics for non-statisticians in National Agricultural Research
System initiated

Strengthening of LAN & Intranet with Fibre optics & UTP cabling

Substantial growth in outside funded projects and training programmes

Two Divisions re-named as Division of Forecasting Techniques and Division of Econometrics
Data Warehousing activities (INARIS project under NATP) initiated

Development of PIMSNET (Project Information Management System on Internet) for NATP
Establishment of National Information System on Long-term Fertilizer Experiments funded by
AP Cess Fund

Development of PERMISnet (A software for Online Information on Personnel Management in
ICAR System)

First indigenously developed software on windows platform Statistical Package for Factorial
Experiments (SPFE) 1.0 released

National Information System on Agricultural Education (NISAGENET) Project launched
Training Programme for private sector initiated and conducted training programme for
E.l. DuPont India Private Limited

E-Library Services initiated

Statistical Package for Augmented Designs (SPAD) and Statistical Package for Agricultural
Research (SPAR) 2.0 released

Design Resources Server with an aim to provide E-advisory in NARS initiated

Organisation of International Conference on Statistics and Informatics in Agricultural Research
Establishment of Agricultural Bioinformatics Laboratory (ABL)

Software for Survey Data Analysis (SSDA) 1.0 released

Golden Jubilee Celebration Year of the Institute
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2018

2019

Strengthening Statistical Computing for NARS initiated

Expert System on Wheat Crop Management launched

International Training Hostel inaugurated

Establishment of National Agricultural Bioinformatics Grid (NABG) in ICAR initiated

Division of Biometrics re-named as Division of Biometrics and Statistical Modelling

Division of Forecasting Techniques and Division of Econometrics merged to form Division of
Forecasting and Econometrics Techniques

A new centre namely Centre for Agricultural Bioinformatics [CABin] created

Maize AgriDaksh and Expert System on Seed Spices launched

Indian NARS Statistical Computing Portal initiated

M.Sc. degree in Bioinformatics initiated

Software for Survey Data Analysis (SSDA) 2.0 released

Division of Biometrics and Statistical Modelling re-named as Division of Statistical Genetics
Division of Forecasting & Econometrics Techniques re-named as Division of Forecasting &
Agricultural Systems Modeling

Development of Management Information System (MIS) including Financial Management System
(FMS) in ICAR initiated

Half-Yearly Progress Monitoring (HYPM) System in ICAR implemented

Sample Survey Resources Server initiated

High Performance Computing (HPC) System for Biological Computing established

Ph.D. degree in Computer Application initiated

Certified as ISO 9001:2008 (Quality Management System) Institute

Advanced Supercomputing Hub for OMICS Knowledge in Agriculture (ASHOKA) inaugurated
ICAR-ERP system implemented

Ph.D. degree in Bioinformatics initiated

IASRI Campus Wi-Fi enabled

ICAR Data Centre, Unified Communication and Web Hosting Services for ICAR started

FAO Sponsored Study under the Global Strategy for Improvement of Agricultural Statistics
initiated

KRISHI (http:/krishi.icar.gov.in/) Knowledge based Resources Information Systems Hub for
Innovations in agriculture portal has been launched as a centralized data repository system of
ICAR.

ICAR-IASRI has been declared as National Level Agency (NLA) under MIDH (Mission for
Integrated Development of Horticulture).

ICAR Data Centre established at IASRI acquired the certification for ISO/IEC 20000 and
ISO/IEC 27001 for IT-service management and information security legislation respectively.
KVK-Portal (Krishi Vigyan Kendra Knowledge Network) and Mobile Application (http://kvk.icar.
gov.in/) developed and launched

MAPI (http://sample.iasri.res.in/ssrs/android.html/) Mobile Assisted Personal Interview- An
android application developed

Developed sampling methodologies for estimation of crop area and yield under mixed and
continuous cropping for different situations prevailing in different countries and field tested in
the three identified countries by the FAO, one each in Asia-Pacific, Africa and Latin America/
Caribbean region, i.e. Indonesia, Rwanda and Jamaica respectively.

Developed methodology for estimation of area and production of Horticultural crops, tested
and validated in four states. The methodology will be implemented at national level.
Developed Personnel Management System, for managing the cadre strength and transfer of
the scientific staff and implemented in ICAR.

Suitable sampling methodology (aligned with existing Input Survey of Agriculture Census) for
estimation of private foodgrain stock and post-harvest losses at farm level has been developed.
Guidelines for estimating post-harvest losses of horticultural crops (fruits and vegetables),
livestock (meat and milk) and fish (capture and culture fisheries)/fish products have been
developed and will be tested in the two countries (Namibia and Mexico).

Produced Poverty map of spatial inequality in distribution of poverty incidence in different
districts of Bihar State.

Education Portal-ICAR (https://education.icar.gov.in) developed and launched.

Mobile Apps: Pashu Prajanan (Animal Reproduction) and Sukar Palan (Pig Farming) developed
in collaboration with ICAR-IVRI.

Webserver and Mobile App, VISTa (Variety Identification System of Triticum aestivum): World’s
first of its kind; Training Management Information System (TMIS) for ICAR; Developed three
sampling methodologies for estimating post-harvest losses of horticultural crops (fruits and
vegetables), livestock (meat and milk) and fish (capture and culture fisheries)
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Executive Summary

The Indian NARS Statistical Computing Portal is
being extensively used throughout NARES and
helped the researchers in analyzing their data in
an effective manner. Based on the user logged
information, the total number of logged in users
from Indian NARES during April 01, 2018- March
31, 2019 are 95,098 which is on an average
more than 260 logged in per day. The Design
Resources Server (www.iasri.res.in/design) has
been strengthened by adding the links of online
generation of efficient incomplete block designs
for two-factor incomplete factorial experiments with
levels of factors £4 and block size <10. During April
01, 2018 to March 31, 2019, Google Analytics gave
10,902 page views of this server across 432 cities
of 87 countries. Information System on AICRP on
Farm Implements and Machinery and AICRP on
Post Harvest Engineering and Technology have also
been developed.

In ICAR Research Data Repository for Knowledge
Management i.e. KRISHI (Knowledge based
Resources Information System Hub for Innovations
in Agriculture), through Interportal Harvester, unified
search is ready for 26 repositories for 4,57,312
records at http:/krishi.icar.gov.in/ohs-2.3.1/index.
php/browse. ICAR publication and data inventory
repository has been enriched through populating
data by Nodal Officers and other researchers. 16400
publications and 410 datasets have been submitted
from 107 Institutes. Technology Repository has been
implemented with keyword based search facility.
At present 427 from 28 Institutes technologies are
available in public domain. Moreover, via ICAR Geo-
Portal, visualization of paddy residue burning places
in Punjab, Haryana and UP using Satellite Remote
Sensing during 01-10-2018 to 30.11.2018 was made
available on daily basis. Thus, KRISHI Portal has

attracted more than 1,02,000 page views since May
2015 across more than 626 cities of 105 countries.
Publication and Data inventory repository is indexed
in BASE (Bielefeld Academic Search Engine); Google
Scholar and Directory of Open Access repositories.
Since May 2017, from ICAR Publication and Data
Inventory Repository, there are more than 3,00,000
downloads that includes documents fetched through
computer programme by other sites and more than
39,400 page views (19,700 reported earlier) across
200 cities of 40 countries.

Planning, designing and analysis of experiments
planned On Stations under AICRP on Integrated
Farming System (IFS) is an ongoing activity. The
process for developing web based database
application for statistical analysis of Experiment
named ‘“Intensification and diversification of
cropping sequence based on high value crops” and
Experiment named “Permanent plot experiment
on integrated nutrient management in rice-wheat
cropping sequence” using JSP programming
language as front-end and SQL server as back-end
has been initiated that would considerably reduce
the time gap between actual data collection and
data submission to our institute for further statistical
analysis.

Some investigations on trend resistant row-column
designs have been done. Such designs under two
sources of heterogeneity have been studied when
the observations are correlated. The condition for
a design under two sources of heterogeneity to be
trend free when observations are correlated has also
been obtained.

A series of generalized row-column (GRC) designs
for crop and animal experiments balanced for spatial
indirect effects have been developed. A catalogue
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and SAS macro for generating the developed GRC
designs balanced has been prepared.

In the study on designs involving three-way and four-
way genetic crosses for crop and animal breeding
programmes, a new, efficient and cost effective
series of designs involving three-way crosses
for breeding experiments has been introduced
and general expressions of information matrices,
eigenvalues, variance factors, efficiency factor and
degree of fractionation have been derived. A new
model for experimental designs involving tetra-allele
crosses that incorporates both general combining
ability (gca) and specific combining ability (sca) has
been defined.

Construction and analysis of incomplete split-plot
designs have been done for the three situations viz.,
when the sub-plots are incomplete, when the main-
plots are incomplete and when both the whole plots
and sub-plots are incomplete along with analyzing
data and implementing the analysis method in a
software module. These methodologies have also
been included as part of a web application so that
they can be used by researchers and experimenters.

Construction of orthogonal and nested orthogonal
Latin hypercube designs have been done. Among
other things, a general procedure of obtaining
construction methods of orthogonal and nearly
orthogonal space filling Latin Hypercube Designs
has been done.

Crop yield forecasting under Forecasting Agricultural
output using Space Agro meteorology and Land
based observation (FASAL) scheme has been done
for obtaining crop vyield forecasts at different growth
stages of wheat crop for Delhi region. The model
used maximum and minimum temperature, rainfall,
morning and evening relative humidity during crop
growing period using generated weather indices as
regressors in model. LASSO technique was also
used for variable selection.

Technology forecasting of future scenario of Bt
technology in Indian agriculture has been done.

In this study, genetic algorithm based optimization
technique has been employed for parameters
estimation of ARIMA-Intervention models by
considering all India cotton yield with the intervention
being introduction of Bt Cotton variety in year 2002.

A new Von-Bertalanffy stochastic differential
equation model has been proposed under
decreasing stochasticity with respect to unequal
carrying capacity in drift and diffusion terms and
exact solution has been obtained.

Trend in Climatic Variability (2011-16) of maximum
temperature, minimum temperature and rainfall in
23 locations covered under rice, tomato, groundnut
and pigeon pea have been computed using both
parametric and nonparametric techniques. Impact
of climatic variability on rice insect pests across six
agro-climatic zones in Kharif season was analyzed.
Algorithm for combination of Wavelet-Regression
and Wavelet-ANN model has been proposed in
order to forecast the time series observations.

The monthly wholesale price of onion collected and
compiled form AGMARKNET for major markets of
India were used for cointegration analysis. Johansen
cointegration approach has been applied for finding
market integration both horizontal as well as vertical.
It has been observed that the speed of adjustment
in prices is highest in Lasangaon market for Onion.

Three separate sampling methodologies for
estimating post-harvest losses of horticultural crops
(fruits and vegetables), livestock (meat and milk)
and fish (capture and culture fisheries) have been
developed. Guidelines for estimating post-harvest
losses of horticultural crops (fruits and vegetables)
and livestock products (meat and milk) were field
testedin Mexicoand Zambiarespectively. FAO, Rome
has appreciated the efforts done by our institute for
successful conduct and on-time completion during a
short span of time both the studies.

A modified sampling methodology for estimation
of area and production of horticultural crops was
developed which is efficient, simple, less time
consuming and cost effective. The developed
methodology was validated in six states of the
country. This survey based methodology is capable
of providing district level estimates for all the districts
in the State along with estimates at State and
National level. This methodology provides reliable
estimates of area and production for all major fruit
and vegetable crops at district level using common
sampling design based on an integrated survey. In
addition to the traditional method of data collection,
an attempt was made to use Computer Assisted
Personal Interviewing (CAPI), a survey solution
software for data collection developed by World
Bank.

In order to strengthen the existing system of
generation of Agricultural Statistics, a pilot study
for developing state level estimates of crop
area and production on the basis of sample
sizes recommended by Professor Vaidyanathan
Committee report was completed.



An innovative methodology for small area estimation
of proportions or counts under an area level spatial
version of the generalized linear mixed model that
incorporates the sampling information of complex
survey design used in survey data has been
developed.

Methodology for obtaining calibration estimators
of population mean and ratio has been developed
under Adaptive Cluster Sampling (ACS). On testing
and validation of alternative methodology developed
by IASRI for estimation of area and production of
horticultural crops in Madhya Pradesh & Haryana
states, area and production estimates of fruits and
vegetables for all the surveyed districts of these
states were found to be reliable.

In the area of statistical genetics, sire and error
components following different combinations
of distributions viz., normal, beta, Cauchy and
t-distribution with different heritability values and
estimate of heritability and Root Mean Squared Error
(RMSE) values obtained by four different methods
i.,e. ANOVA, ML, REML and MIVQUE methods
with different parametric values of heritability have
been obtained. A statistical approach, based on a
composite measure of maximum relevance and
minimum redundancy, which is both statistically
sound and biologically relevant for informative
gene selection has been proposed. Moreover, an
innovative statistical approach called Gene Set
Analysis with QTLs (GSAQ) for interpreting gene
expression data in context of gene sets with traits
has been proposed.

For exploring the epigenetic control of heat stress
responses in wheat for characterizing the regulatory
networks associated with thermo-tolerance,
construction of Gene Regulatory Network (GRN)
of heat responsive genes using Weighted Gene
Co-expression Network Analysis (WGCNA) and
identification of hub genes in subnetworks have
been done.

For studying drought-responsive genes in
subtropical maize germplasm and their utility in
development of tolerant maize hybrids, a series of
experiments involving whole genome re-sequencing,
transcriptome and methylome were conducted in a
sub-tropical genotype HKI1105 under drought stress
condition to understand the regulation of drought
tolerant genes at different functional level. The
RNASeq assay of the control and drought stressed
root and shoot samples revealed differentially
expressed genes operating in various stress
pathways.
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Acomprehensive database called “RiceMetaSysB” of
rice blast and bacterial leaf blight disease responsive
genes in rice has been developed. This database
provides facility to the users such as retrieval of
candidate genes using different search options like
genotypes, tissue, and developmental stage of the
host, strain, hours/days post-inoculation, physical
position and SSR marker information.

Development of model web-server and Mobile
App for wheat crop variety identification using
throughput SNP genotyping data has been done.
This is the world’s first of its kind model web server
for crop variety identification using >350 Indian
wheat varieties and Axiom 35K SNP chip data.

Genomic data analysis to elucidate the regulatory
network and candidate genes underlying cytoplasmic
male sterility in pigeonpea has been done by first
identifying miRNA from small RNA libraries of
isogenic male fertile and sterile lines.

For deciphering genetic variation in the carbohydrate
metabolism of farmed rohu fish families,

liver specific microRNAs were identified in farmed
carp (Labeo bata) fed with starch diet.

For computational and analytical solutions for high-
throughput biological data, the SNP genotyping
data of 1762 swamp buffaloes for three traits: fat,
protein and milk yield from NBAGR, Karnal has
been received. The genome-wide association study
(GWAS) was performed on GBS data using SUPER
(Settlement of MLM Under Progressively Exclusive
Relationship), MLMM (multi-locus mixed model),
FarmCPU (Fixed and random model Circulating
Probability Unification) and Bayesian models along
with the MLM available in GAPIT.

High throughput Phenomics-Data Analysis Platform
(HtP-DAP) has been designed and developed to
support the analysis of large-scale image data sets
of crop plants captured by different camera systems.
It aims to bridge the gaps by integrating different
approaches to data analysis and data mining.

In order to elucidate the mechanism of Pashmina
fibre development via an OMICS approach, the
binary alignment map (bam) files of the Pashmina
goat transcriptome were analyzed by SAM tools
and GATK for detection of SNPs between goats
having white, black and brown hair follicles. The
chromosome wise distribution of SNPs was obtained
for these three goat samples using in-house scripts.
An information system containing the above
information was developed for the scientists involved
in the goat improvement programme.
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Mango genome assembly has been completed
by whole genome sequencing and chromosome
wise assembly of Indian mango Amrapali.
Genome finishing work has been completed using
marker based anchoring of super scaffold to get
pseudomolecule. In order to evaluate completeness
of mango genome assembly BUSCO (benchmarking
universal Single Copy Orthologous) approach was
used and its result revealed 91.4% completeness of
assembly

De novo transcriptome assembly and evaluation
statistics of coriander have been done. A total of
39.8 GB single end reads of two extreme genotypes
of coriander, i.e., resistant and susceptible raw
transcriptome data were generated using lllumina
HiSeq 2000.

Development of non-linear model for multi-trait
genomic selection has been done using multi-variate
least absolute shrinkage and selection (MLASSO)
technique along with kernel technique. The proposed
method has been termed as “kernelized multivariate
LASSO”. In addition, development of a software
named Genomic Selection Tool (GST) has been
developed for web platform for single-trait and multi-
trait genomic selection.

Development of web server for phenotype and
genotype analysis for cattle breeding management
is being done. The collected sample data on cattle
was standardized to develop a database. For
designing the database, registration, disposal,
pedigree, health, semen collection, service, calving,
milk production, feeding table have been created
and integrated using MYSQL.

A platform on integrated genomics warehouse has
been developed. For this, the system architecture for
genomic data warehouse has been developed using
open source software tools. Pentaho data integration
(PDI) was used for development of ETL process and
workflow by utilizing core data integration (ETL)
engine and easy to use GUI for development of
workflows.

ICAR-DC (Data Centre) at our institute is consistently
stepping up with industry standard practice with
ISO:27001 & 1S0:20000 certification and hybrid
technologies of Hyper Converged Infrastructure,
GPU Servers for Al, Blades, Racks, Cyber Security,
Webhosting Manger (cPanel, Plesk), EMS etc.
ICAR-DC with 850 core computes, 300TB storage
and 112 website/portals, e-office and email system
are serving ICAR’s institutes to enrich Digital INDIA
initiative in the field of agricultural research &
education.

Honourable Minister of Agriculture and Farmer
Welfare Shri Radha Mohan Singh launched online
Training Management Information System (TMIS)
and Foreign Visit Management System (FVMS)
during the VCs and Directors’ Conference on 31t of
January 2019.

‘Krishi Vigyan Kendra Knowledge Network’ or KVK
Portal (https://kvk.icar.gov.in/) and KVK Mobile App
have been developed to disseminate knowledge and
information from KVKs to farmers. The significant
achievements in the year 2018-19 were effective
monitoring and management of Krishi Kalyan
Abhiyan (KKA) along with other events through the
system. Module for Direct Benefit Transfer (DBT)
under Agricultural Extension Scheme was developed
and implemented. System was effectively used for
e-governance of different phases of Krishi Kalyan
Abhiyan (KKA).

Education Portal-ICAR (https://education.icar.gov.in)
is being used as a single window platform for providing
vital education information/announcements/event
schedules/e-learning resources from Agricultural
Universities across the country to the rural youth in
an easy and fast way on their doorsteps.

IVRI-Artificial Insemination App has been developed.
The app is targeted to impart knowledge and skills
to Graduating Veterinarians, Field Veterinary
Officers and Paravets about Artificial Insemination
(Al) in cattle and buffaloes. Landlly Pig App has
been developed. This App is targeted to provide
information on newly developed Pig variety-Landlly
to the UG and PG students of Veterinary Sciences,
Veterinary professionals and Entrepreneurs. IVRI-
Dairy Manager App has been developed jointly with
ICAR-IVRI and ICAR-NDRI.

Farmer FIRST Programme (FFP) Portal (https:/ffp.
icar.gov.in/) has been developed which provides
basic and detailed information of all projects under
this programme. This portal acts as an interface
between Farmers and Scientists for knowledge
dissemination. ICAR-ATARIs can monitor their
respective FFP activities. It is single window platform
for collection of images, videos, trainings, activities
and interventions under FFP projects.

ICAR-IASRI has developed Personnel Management
Information System has been designed, developed
and implemented across ICAR. The system has
been developed using n-tier architecture of web
development using .NET technology for application
layer and MS SQL Server as database layer. The
system is accessible at http://pms.icar.gov.in.



The ICAR-ERP system (http://icarerp.iasri.res.
in) has been customized with new functionalities
and reports. New employee ids of total 135 newly
recruited scientist (including their basic and service
detail) and 72 FMS new users have been created.

Post Graduate School Education, Academic
Management System (AMS) has been developed
and has been implemented at the following five
locations: ICAR-IARI, New Delhi; ICAR-NDRI,
Karnal; ICAR-CIFE, Mumbai; ICAR-IVRI, Bareilly;
CAU Imphal. In addition, the deployment and
implementation has been started at RP CAU, Bihar.
The AMS is available to students, faculty members,
scientists and administrative staff of the respective
institutes.

Smart India Hackathon (SIH) 2019 is a nationwide
initiative to provide students a platform to solve
some of pressing problems we face in our daily lives,
and thus inculcate a culture of product innovation
and a mindset of problem solving. SIH is an initiative
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by Ministry of HRD, AICTE, Persistent Systems, i4c
and Rambhau Mhalgi Prabodhini. ICAR-IASRI took
the lead in coordinating the event. Scientists from
ICAR-IARI, ICAR-NIAP, ICAR-IIRR, ICAR-CIBA
were also involved since the beginning and till the
completion of the event.

New website of the institute has been redesigned,
revamped and redeveloped on a new open
source platform. It follows the Guidelines for
Indian Government Websites. The open source
technologies Wordpress, PHP and MySQL have
been used for the development new website. Many
new features and information have been added
into the site to make it more comprehensive and
informative. The overall look and feel of the website
has been enhanced. The site is available in both
English and Hindi languages. The site has been
hosted on a new and secure domain: https://iasri.
icar.gov.in/. It can also be accessed by clicking on
the old website domain.
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Introduction

ICAR-Indian Agricultural Statistics Research Institute
(IASRI) is a pioneer and premier Institute of Indian
Council of Agricultural Research (ICAR) undertaking
research, teaching and training in Agricultural
Statistics, Computer Application and Bioinformatics.
Ever since its inception way back in 1930, as small
Statistical Section of the then Imperial Council of
Agricultural Research, the Institute has grown in
stature and made its presence felt both nationally
and internationally. ICAR-IASRI has been mainly
responsible for conducting research in Agricultural
Statistics and Informatics to bridge the gaps in
the existing knowledge. It has also been providing
education/ training in Agricultural Statistics and
Informatics to develop trained manpower in the
country. The research and education is used in
improving the quality and meeting the challenges
of agricultural research in newer emerging areas.
The Institute has been awarded an ISO 9001:2015
certificate in the year 2018. ICAR Data Centre
established at ICAR-IASRI acquired the certification
for ISO/IEC 20000 & ISO/IEC 27001 in October,
2015. ISO 20000:2011 & 1SO 27001:2013. External
Surveillance Audit was successfully completed
at ICAR Data Centre on September 19, 2016 and
it was recommended for continuation of the 1SO
20000-1:2011 & ISO 27001:2013 standard by
the BSI.

® |CAR Data Centre has been continuously
providing the Unified Communication (Email,
Audio, Video, Web conference etc.) and
Webhosting service to ICAR and its Institutes.

® The Institute has used the power of Statistics, as
a science, blended judiciously with Informatics
and has contributed significantly in improving the
quality of Agricultural Research. To convert this

vision into a reality, the Institute has set for itself
a mission to undertake research, teaching and
training in Agricultural Statistics and Informatics
so that these efforts culminate into improved
quality of agricultural research and also meet
the challenges of agricultural research in newer
emerging areas. The present main thrust of the
Institute is to conduct basic, applied, adaptive,
strategic and anticipatory research in Agricultural
Statistics and Informatics, to develop trained
manpower and to disseminate knowledge
and information produced so as to meet the
methodological challenges of agricultural
research in the country.

The Institute has made its presence felt in the
National Agricultural Research and Education
System (NARES). The Institute feels proud to
have established the first supercomputing hub
for Indian Agriculture, ASHOKA (Advanced
Super-computing Hub for OMICS Knowledge in
Agriculture). Linkages have been established with
all National Agricultural Research organizations
for strengthening statistical computing. For
providing service oriented computing for the
users, Indian NARS Statistical Computing
portal has been developed. Appropriate
statistical techniques have been developed
and recommended to researchers through
advisory services. The Institute is also becoming
progressively a repository of information on
agricultural research data with the establishment
of a Data Centre. The Institute also occupies a
place of pride in the National Agricultural Statistics
System (NASS) and has made several important
contributions in strengthening NASS, which has
a direct impact on the national policies. The
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Institute has contributed significantly by providing
excellent human resource to NARES in the
country in the disciplines of Agricultural Statistics
and Informatics for meeting the challenges of
Agricultural Research in the newer emerging
areas. Conducting post graduate teaching and
in-service courses in Agricultural Statistics,
Computer Application and Bioinformatics for
human resource development is an important
activity.

The Institute has made some outstanding &
useful contributions to research inAgricultural
Statistics and Informatics in the fields like Design
of Experiments, Statistical Genetics, Forecasting
Techniques, Statistical Modelling, Sample
Surveys, Econometrics, Computer Applications
in  Agriculture,  Software  Development,
Agricultural Bioinformatics etc. The Institute has
conducted basic and original research on many
topics of interest and has published number of
papers in national and international journals of
repute. The Institute has been providing and
continues to provide support to the NARES
by way of analyzing voluminous data using
advanced and appropriate analytical techniques.
It has also been very actively pursuing advisory
services that have enabled to enrich the
quality of agricultural research in the NARES.
Besides, many projects funded by Government
and Public Sector agencies like Department
of Science and Technology, Directorate of
Economics and Statistics, Ministry of Agriculture,
Planning Commission, Ministry of Statistics and
Programme Implementation (MoS&PI), Coconut
Development Board have been undertaken.
Some of these projects were taken on request
from several Government agencies and others
were awarded through competitive bidding.
This has helped the Institute in resource
generation as well. The Institute works in close
collaboration with  NARES organizations and’
many projects are being run in collaboration
with All India Co-ordinated Research Projects
and ICAR Institutes. Further linkages with the
CGIAR organizations such as CIMMYT, IRRI
and ICARDA have been developed. The institute
has been recently awarded a study by Food and
Agriculture Organization (FAO) under the Global
Strategy to Improve Agricultural and Rural
Statistics on improving methods for estimating
crop area, yield and production under mixed,
repeated and continuous cropping.

Significant Research Achievements

A brief discussion on the research achievements of
the Institute in different areas of Agricultural Statistics
and Informatics are outlined below.

Design of Experiments

The Institute has made many notable
contributions in both basic research and
innovative applications of the theory of statistical
designs and analysis of experimental data.
Some of the areas are:

Designs for single factor experiments which
include variance balanced, efficiency balanced,
and partially efficiency balanced designs; designs
for tests versus control(s) comparisons; designs
for multi-response experiments; crossover
designs; designs with nested structures;
neighbour balanced designs; optimality and
robustness aspects of designs.

Designs for multi-factor experiments which
include confounded designs for symmetrical
and asymmetrical factorials; block designs with
factorial structure; response surface designs,
mixture experiments for single and multifactor
experiments; orthogonal main effect plans;
orthogonal arrays; supersaturated designs.

Designs for bioassays; designs for microarray
experiments and  designs for agroforestry
experiments.

Diagnostics in designed field experiments.

Computer aided construction of efficient designs
for various experimental settings; etc.

For dissemination and e-advisory on designed
experiments, developed a Design Resources
Server (www.iasri.res.in/design) which s
being viewed throughout the globe and used
extensively in NARES.

Web solutions for generation of experimental
designs and online analysis of experimental data
for different experimental settings.

The scientists of the Institute participate actively
in planning and designing of experiments in the
NARES and have also involved themselves in
the analysis of experimental data.

Basic research work carried out on balanced
incomplete block designs, partially balanced
incomplete block designs, group divisible
designs, a-designs, reinforced a-designs,



square and rectangular designs, nested designs,
augmented designs, extended group divisible
designs, factorial experiments, response surface
designs, experiments with mixtures etc. have
been adopted widely by the experimenters in
NARES.

Designs for factorial experiments such as
response surface designs and experiments with

mixtures have been used for food processing
and value addition experiments; soil test crop
response correlation experiments; experiments
with fixed quantity of inputs and ready to serve
fruit beverage experiments; etc.

Analytical techniques based on mixed effects
models and biplot developed for the analysis of
data generated from Farmers Participatory Trials
for resource conservation agriculture have been
used by rice-wheat consortium for Indo-Gangetic
plains for drawing statistically valid conclusions.

Analytical techniques for the analysis of data
from the experiments conducted to study the
post harvest storage behaviour of the perishable
commodities like fruits and vegetables are being
widely used in NARES.

Planning, designing and analysis of data relating
to experiments under AICRPs on (i) Integrated
Farming System (IFS); (ii) Long Term Fertilizer
Experiments (LTFE); (iii) Soil Test Crop Response
Correlation (STCR); (iv) Rapeseed and Mustard;
(v) Sorghum; (vi) Wheat and Barley and (vii)
Vegetable Crops.

Sample Surveys

The subject of sampling techniques helps in providing
the methodology for obtaining precise estimators
of parameters of interest. The Institute is involved
in evolving suitable sample survey techniques for
estimation of various parameters of interest relating
to crops, livestock, fishery, forestry, horticulture,
perishable commodities like flowers, vegetables and
allied fields.

Significant contributions have been made in
theoretical aspects of sample surveys like
successive sampling, systematic sampling,
cluster sampling, sampling on successive
occasions, sampling with varying probabilities,
controlled selection, balanced sampling plans,
ranked set sampling, nonsampling errors,
analysis of complex surveys, various methods of
estimation such as ratio, regression and product
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methods of estimation, use of combinatorics in
sample surveys and of late small area estimation
as well as use of calibration approach in
developing improved estimators.

The methodology for General Crop Estimation
Surveys (GCES), cost of cultivation studies for
principal food crops, cash crops and horticultural
crops, Integrated Sample Surveys (ISS) for
livestock products estimation, fruits and vegetable
survey are being adopted throughout the country
and many Asian and African countries.

Methodology based on small area estimation
technique for National Agricultural Insurance
Scheme, also called Rashtriya Krishi Bima
Yojana, suggested by the Institute has been pilot
tested in the country.

The sample survey methodology for imported
fertilizer quality assessment, estimation of fish
catch from marine and inland resources, flower
production estimation, area and production of
horticultural crops estimation, etc. has been
developed and passed on to the user agencies.

Integrated methodology for estimation of multiple
crop area of different crops in North Eastern Hilly
Regions using Remote Sensing data has been
developed.

Sampling methodology for estimation of post-
harvest losses has been successfully adopted
in AICRP on Post-Harvest Technology for
Assessment of Post-Harvest Losses of Crops/
Commodities.

Reappraisal of sampling methodologies,
evaluation and impact assessment studies
like studies to make an assessment of
Integrated Area Development programmes,
High Yielding Varieties programmes, Dairy
Improvement programmes, Evaluation of cotton
production estimation methodology etc. have
been undertaken. Most of the methodologies
developed are being adopted for estimation of
respective commaodities by the concerned state
departments.

Institute is regularly publishing the Agricultural
Research Data Book since 1996. It contains
information pertaining to agricultural research,
education and other related aspects compiled
from different sources.

For providing e-advisory and e-learning in sample
surveys, initiated a Sample Survey Resources
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® Server (http://js.iasri.res.in/ssrs/) which also
provides calculator for sample size determination
for population mean and population proportion
among other material.

e MAPI (http://sample.iasri.res.in/ssrs/
android. html/) Mobile Assisted Personal
Interview- An android application namely MAPI
has been developed for survey data collection

® Sampling methodologies for estimation of crop
area and yield under mixed and continuous
cropping have been developed for different
situations prevailing in different countries. The
developed methodology has been field tested
in the three identified countries by the FAO, one
each in Asia-Pacific, Africa and Latin America/
Caribbean region, i.e. Indonesia, Rwanda and
Jamaica respectively.

® Methodology for estimation of
area and production of Horticultural crops
has been developed, tested and validated in
four states of the Country.

® Suitable sampling methodology (aligned with
existing Input Survey of Agriculture Census) for
estimation of private food grain stock and post-
harvest losses at farm level has been developed.

® Guidelines for estimating post-harvest losses
of horticultural crops (fruits and vegetables),
livestock (meat and milk) and fish (capture
and culture fisheries) / fish products have been
developed and will be tested in the two countries.

Statistical Genetics and Genomics

® The Institute has made significant contributions
in statistical genetics/ genomics for improved
and precise estimation of genetic parameters,
classificatory analysis and genetic divergence
etc.

® Developed procedures for estimation of genetic
parameters; construction of selection indices;
studying G x E interactions; progeny testing and
sire evaluations; detection of QTLs, classification
of genotypes using molecular marker data, etc.

® The modification in the procedure of estimation
of genetic parameters has been suggested for
incorporating the effect of unbalancedness,
presence of outliers, aberrant observations and
non-normality of data sets.

® Procedures for studying genotype environment
and QTL environments interactions have been
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used for the analysis of data generated from
crop improvement programmes.

The research work on construction of selection
indices, progeny testing and sire evaluation have
been used for animal improvement programmes

The Institute has initiated research in the newer
emerging area of statistical genomics such as
rice genome functional elements information
system; comparative genomics and whole
genome association analysis. The establishment
of a National Agricultural Bioinformatics Grid
(NABG) is a landmark in this direction.

A number of databases and web services have
been developed which include pigeonpea

microsatellite database, buffalo microsatellite
database, genome sequence submission portal,
biocomputing portal, livestock EST database,
insect barcode database, tomato microsatellite
database, goat microsatellite database.

Supercomputing  facility (High Performance
Computing System) has been established for
biological computing and bioinformatics

Statistical Modelling and Forecasting for
Biological Phenomena

Statistical modelling of biological phenomena
is carried out by using linear and non-linear
models, non-parametric regression, structural
time series, fuzzy regression, neural network
and machine learning approaches.

Developed models for pre-harvest forecasting of
crop yields using data on weather parameters;
agricultural inputs; plant characters and farmers’
appraisal.

Models have been developed using weather
and growth indices based regression models,
discriminant function approach, markov chain
approach, bayesian approach, within year growth
models and artificial neural network approach.

Methodologies for forewarning important pests
and diseases of different crops have been

developed which enable the farmers to use plant
protection measures judiciously and save cost
On unnecessary sprays.

Methodology developed for forecasting based
on weather variables and agricultural inputs was
used by Space Application Centre, Ahmedabad
to obtain the forecast of wheat yield at national



level with only 3% deviation from the observed
one.

® Models developed for forewarning of aphids
in mustard crop were used by Directorate of
Rapeseed and Mustard Research, Bharatpur to
provide forewarning to farmers which enabled
them to optimize plant protection measures.
and save resources oOn unnecessary sprays
consecutively for three years.

® Forecasting of volatile data has been attempted
through non-linear time series models. Such
models were developed for forecasting onion
price, marine products export, lac export, etc.

® Non-linear statistical models were developed
for aphid population growth and plant diseases.
Modelling and forecasting of India’s marine
fish production was carried out using wavelet
methodology. The models developed have
potential applications in long term projections of
food grain production, aphid population, marine
fish production, etc.

® The Technology Forecasting methods such as
scenario creation, Delphi survey and cross-
impact analysis, technology road-mapping,
analytic hierarchy process (AHP) etc. have been
employed in various sub-domains of agriculture.

® (Created a web solution for estimation of
compound growth rate and several other
resources.

The Institute has made significant contributions in
understanding the complex economic relationship
of the factors like transportation, marketing, storage,
processing facilities; constraints in the transfer
of new farm technology to the farmers field under
different agro-climatic conditions of the country.

® Some of the important contributions of the
Institute are measurement of indemnity and
premium rates under crop revenue insurance,
production efficiency and resource use, impact
of  micro-irrigation,  technological dualism/
technological change, return to investment
in fisheries research and technical efficiency
of fishery farms, the impact of technological
interventions, price spread and market
integration, price volatility and a study on the
dietary pattern of rural households

Information & Communication Technology

ICAR-IASRI is pioneer in introducing computer
culture in agricultural research and human resource

11

ICAR-IASRI Annual Report 2018-19

development in information technology in the ICAR.
The Institute has the capability of development of
Information Systems, Decision Support Systems
and Expert Systems. These systems are helpful in
taking the technologies developed to the doorsteps
of the farmers.

The Institute has developed information system
for designed experiments which includes
agriculturalfield experiments, animal experiments
and long term fertilizer experiments conducted in
NARES as research data repositories.

A comprehensive Personnel Management
Information System Network (PERMISnet) has
been implemented for the ICAR for manpower
planning, administrative decision making,
and monitoring. A Project Information and
Management System Network (PIMSnet) was
developed and implemented for concurrent
monitoring and evaluation of projects. This is
being developed as a Project Information and
Management System for all ICAR projects. A
National Information System on Agricultural
Education Network in India (NISAGENET) has
been designed, developed and implemented so
as to maintain and update the data regularly on
parameters related to agricultural education in
India.

Online Management System for Post Graduate
Education has been developed and implemented
for PG School, IARI, New Delhi. The Institute
has taken a lead in the development of Expert
Systems on wheat crop, maize crop and seed
spices. AgriDaksh has been developed for
facilitating the development of expert systems
for other crops.

Web based software for Half Yearly Progress
Monitoring (HYPM) of scientists in ICAR

(http://hypm.iasri.res.in) has been developed
and implemented for online submission of
data regarding the proposed targets and the
achievements for the half yearly period. It enables
to monitor online progress of the scientists,
manpower status, research projects, prioritized
activities and salient research achievements at
institute/SMD/ICAR level.

Strengthened Statistical Computing facilities in
NARS, helped in capacity building in the usage
of high end statistical computing and developed
Indian NARS Statistical Computing Portal for
providing service oriented computing to the
researchers of NARES, which has paved the
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way for publishing agricultural research in high
impact factor journals.

® A number of software and web solutions have
been developed for the agricultural research
workers: Statistical Package for Agricultural
Research (SPAR) 2.0, Statistical Package for
Block Designs (SPBD) 1.0, Statistical Package
for Factorial Experiments (SPFE) 1.0, Statistical
Package for Augmented Designs (SPAD) 1.0,
Software for Survey Data Analysis (SSDA)
1.0, Statistical Package for Animal Breeding
(SPAB) 2.1, Online Analysis of Block Designs,
Web Generation and Analysis of Partial Diallel
Crosses, Web Generation of Designs Balanced
for Indirect Effects of Treatments etc.

® A Vortal has been designed and developed
to facilitate online management of all training
programs [Centre for Advanced Faculty Training
(CAFT), Summer-Winter Schools (SWS) and
Short Courses (21/10 days duration)] under
Capacity Building Program (CBP) sponsored by
Agricultural Education Division, ICAR.

® For providing transparency in day to day work of
the ICAR/Institute, ICAR-ERP system has been
implemented with the Financial Management,
Project Management, Material Management,
Human Resource Management and Payroll
System modules. The system is hosted on IASRI
website and can be accessed through URL http://
icarerp.iasri.res.in. It can also be visited through
http://www.iasri.res.in/misfms/.

Human Resource Development

® One of the thrust areas of the Institute is to
develop trained manpower in the country in
the disciplines of Agricultural Statistics and
Informatics for meeting the challenges of
agricultural research in the newer emerging
areas

® The Institute conducts degree courses leading
to M.Sc. and Ph.D. in Agricultural Statistics,

® Computer Application and Bioinformatics in
collaboration with Indian Agricultural Research
Institute (IARI), New Delhi.

® The Institute is functioning as a Centre of
Advanced Studies in Agricultural Statistics

® and Computer Application (CAS) re-named as
Centre of Advanced Faculty Training (CAFT).
Under this programme, the Institute organizes
training programmes on various topics of interest

for the benefit of scientists of NARES. These
training programmes cover specialized topics of
agricultural sciences.

® The Institute conducts the Senior Certificate
Course in Agricultural Statistics and Computing.
This course is of six months duration and lays
more emphasis on statistical computing using
statistical software. The course is divided into
two modules viz. (i) Statistical Methods and
Official Agricultural Statistics, and (ii) Use of
Computers in Agricultural Research, of three
months duration each.

® Thereisanotherformoftraining course, whichare
tailor made courses and are demand driven. The
coverage in these courses is need based and the
courses are organized for specific organizations
from where the demand is received. The Institute
has conducted such programmes for Indian
Council of Forestry Research, Indian Statistical
Service probationers, State Department of
Agriculture and senior officers of Central
Statistical Office and many other organizations.

® The Institute has also conducted several
international training programmes on request

® from FAO, particularly for African, Asian and
Latin American countries.

® The Institute has broadened the horizon of
capacity building by opening its doors to he

® international organizations and agro-based
private sector. The Institute has conducted
training programmes for the scientists/research
personnel of CGIAR organizations such as
ICARDA, AARDO, Rice-Wheat Consortium for
Indo-Gangetic plains, Government Officials from
Afghanistan etc..

Infrastructural Development

As the activities of the Institute have expanded
in all directions, the infrastructure facilities are
also expanding. An important landmark in the
development of the Institute was the installation of an
IBM 1620 Model-ll Electronic Computer in 1964. A
third generation computer Burroughs B-4700 system
was installed in March 1977 and then replaced in
1991 by a Super Mini COSMOS-486 LAN Server
with more than hundred nodes consisting of
PC/ AT’s, PC/XT’s and dumb terminals all in a LAN
environment. Later, COSMOS-486 LAN Server was
replaced by a PENTIUM-90 LAN Server having
state-of-art technology with UNIX operating system.



Computer laboratories equipped with PCs, terminals
and printers, etc. had been set up in each of the six
Scientific Divisions as well as in the Administrative
Wing of the Institute.

Keeping pace with the emerging technologies in the
area of Information Technology (IT), the computing
infrastructure have been constantly upgraded/
replaced with newer platforms and versions.
The computing environment in the Institute has
latest computing and audio visual equipments i.e.
High Performance Computing having 144 cores
Intel HPC cluster, rack mount & redundant SMPS
servers, workstations, desktops, laptops, netbooks,
documents printing & scanning, DVD duplicator,
visualiser and wireless multimedia projectors etc.

The Institute is also well equipped with 100 MBps
bandwidth fiber optics backbone wired and wireless
networking campus. The first supercomputing hub
for Indian Agriculture ASHOKA (Advanced Super-
computing Hub for OMICS Knowledge in Agriculture)
established at IASRI, was dedicated to the Nation
on 15 January 2014. In order to provide access to
this advanced computing facility to researchers, a
National Bio- Computing Portal has been launched
through which authenticated users will be able to
perform their biological data analysis. This portal
consists of number of computational biology and
agricultural bioinformatics software/workflow/
pipelines which will be able to automate routine
biological analytics in seamless manner. This super-
computing hub consists of hybrid architecture with
high performance computing having (i) 256 nodes
Linux cluster with two masters, 3072 cores and 38
Tera Flops computing, (ii) 16 nodes windows cluster
with one master, (iii) 16 nodes GPU cluster with one
master with 192 CPUs + 8192 GPUs and (iv) SMP
based machine with 1.5 TB RAM. Also, this hub
has approximately 1.5 Peta Byte storage divided
into three different types of storage architecture
i.e. Network Attached Storage (NAS), Parallel File
System (PFS) and Archival. This hub also consists
of super-computing systems (16 node Linux cluster
with one master and 40 TB storage) at National
Bureaux of Plant Genetic Resources (NBPGR) New
Delhi, National Bureaux of Animal Genetic Resources
(NBAGR) Karnal, National Bureaux of Fish Genetic
Resources (NBFGR) Lucknow, National Bureaux
of Agriculturally Important Microbes (NBAIM) Mau
and National Bureaux of Agriculturally Important
Insects (NBAII), Bangalore which forms a National
Agricultural Bioinformatics Grid in the country.

There are various labs in the Institute for dedicated
services like ARIS lab for training, Statistical
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computing lab, Student lab and Centre of Advanced
Study lab. An Agricultural Bioinformatics Lab
(ABL) fully equipped with software and hardware
to study crop and animal biology with the latest
statistical and computational tools was also
established. Business Intelligence Server has
also been installed for statistical computing for
NARES. A laboratory on Remote Sensing (RS) and
Geographic Information System (GIS) was created
in the Institute. The laboratory is equipped with latest
state-of-art technologies like computer hardware
and peripherals, Global Positioning System
(GPS), software like ERMapper, PCARC/INFO,
Microstation 95, Geomedia Professional, ARC/INFO
Workstation and ERDAS Imagine with the funds
received through two AP Cess Fund projects. This
computing facility has further been strengthened
with the procurement of ARC-GIS software. Some of
the important available software are SAS 9.2, 9.3,
9.4 JMP 8.0, 9.0, 10.0 JMP Genomics 4.0, 5.1,
6.0, SAS BI Server 4.2, SPSS, SYSTAT, GENSTAT,
Data warehouse software Cognos, SPSS
clementine, MS Office 2007, Linux OS, MS Visual
Studio.net, MS-SQL Server, Microsoft SQL DBMS,
Microsoft Exchange 2013, Microsoft Lync 2013,
Unix based AIX Operating System, Oracle, Oracle
Fusion Middleware 12C, Oracle ERP Release
12.1.3, Macro-Media, E-views, STATISTICA Neural
Networks, Gauss Software, Minitab 14, Maple 9.5,
Matlab, Web Statistica, Lingo Super, Discovery
Studio, CLC Bio, SAS Modules of Text Mining and
Data Management & Integration, ArcGIS among
others.

A laboratory has been created in the Computer
Division to facilitate training. The laboratory is
equipped with 25 desktop computers with digital
board. It has centralized AC facility. Another video-
conferencing lab has been setup to facilitate video-
conferencing. Network Operating Centers (NOC)
have been created in the ground and second floor
of the computer center building to manage the
computing infrastructure and services. Auditorium
of the institute has been renovated with latest
infrastructure.

Local Area Network of IASRI has been strengthened
with state of art Ethernet Passive Optical Network
(EPON) with 344 nodes. The technology has triple
play service Data, Video and Voice with modular
planning. The networking services at IASRI have
been further strengthened. The entire IASRI campus
is Wi-Fi enabled with a high speed internet connection
to allow the staff and students to access the internet
no-matter wherever they are. The coverage of Wi-Fi
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is not only restricted to labs but also extends to all
the areas including library, auditorium and hostels.

The Institute’s domain service like Primary and
Secondary DNS, Domain (iasri.res.in) Website
(http://www.iasri.res.in), Live E-mail services, more
than 462 network nodes and number of various
Online Information Systems are being developed
and maintained by the Institute.

ICAR Data Centre was inaugurated by Union
Minister of Agriculture and Farmers’ Welfares at
IASRI on 21st December, 2016. About 80 website
have been launched in Data Centre.

Krishi Vigyan Kendra Knowledge Network Portal
and KVK Mobile APP (http:/kvk.icar.gov.in) have
been developed to disseminate knowledge and
information from KVKs to farmers. KVK Portal was
launched on 8th July 2016 and KVK Mobile APP
was launched on 21st December, 2016 by the Union
Minister of Agriculture and Farmers Welfare.

Honourable Union Minister of Agriculture and
Farmers’ Welfare released the Education portal of
ICAR along with two Mobile Apps namely Pashu
Prajanan (Animal Reproduction) and Shukar Palan
(Pig Farming) in the Conference of Vice Chancellor
of Agricultural Universities and Directors of ICAR
Institutes on 8th March, 2018 at NAAS Complex,
Pusa, New Delhi. Mobile Apps Pashu Prajanan and
Shukar Palan have been developed in collaboration
with ICAR-IVRI and is available on Google Play
Store. Four copyrights have been obtained for
Animal Reproduction and Pig Farming mobile apps
for different languages.

The Library of ICAR-IASRI is considered as a
well known and specialized library in terms of its
resources in the form of print and electronic format
in the field of agricultural statistics, computer
applications, bioinformatics and allied sciences. It
is recognized as one of the regional libraries under
NARES with best IT agricultural library under ICAR
system. During the Xl Plan period, the library has
undergone changes in terms of its resources. It has
strengthened the resource base in terms of core
foreign journals. With procurement of online and
CD-ROM bibliographical databases the awareness
for the use of databases has increased and users
are able to access scientific information in the field
of their interest quickly by clicking of a button. All
housekeeping activities of the library have been
computerized and bar-coded and all bonafide library
users have been issued electronic membership
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cards and all Ph.D. and M.Sc. Thesis have been
digitized and given access to users through LAN.
Library of the Institute got associated with CERA in
terms of electronic document delivery services. The
library reading room has been renovated with 5 split
air conditioners to provide congenial environment
for readers. All library users were given training to
access on-line services available in the library.

ICT Infrastructure and Unified Messaging and Web
Hosting facilities have been created. The facilities
provide email solution for all employees of ICAR with
features of unified messaging at desktop of users.
Web hosting environment facilitates use of website/
applications developed by ICAR institutes.

There are three well-furnished hostels, viz. Panse
Hostel-cum-Guest House, Sukhatme Hostel and
International Training Hostel to cater to the residential
requirements of the trainees and students.

Organizational Set-up

The Institute is having six Divisions, one Unit
and three Cells to undertake research, training,
consultancy, documentation and dissemination of
scientific output.

Divisions

® Design of Experiments

® Statistical Genetics

® Forecasting and Agricultural Systems Modeling
® Sample Surveys

® Computer Applications

® Centre for Agricultural Bioinformatics [CABIn]
Unit

® |nstitute Technology Management Unit (ITMU)
Cells

® Prioritization, Monitoring and Evaluation (PME)

Cell
® Training Administration Cell (TAC)

® Consultancy Processing Cell (CPC)

Financial Statement

The Institute was able to ensure optimal utilization of
funds available in the budget. The actual utilization
of the budget is furnished below:
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Expenditure Statement (detailed) (Rs. in Lakhs)

Head RE 2018-19 Total Expenditure Total Closing Balance
(Institute+CABin+SCSP)  2018-19 (Institute+CABin+SCSP)
Works
A. Land
B. Building
i. Office building
ii. Residential building 8.00000 8.00000 0.00
iii. Minor Works 3.00000 3.00000 0.00
Equipments 13.30000 6.85660 6.44340
Information Technology 22.00000 21.88116 0.11884
Library Books and Journals 44.70000 44.69260 0.00740
Vehicles & Vessels
Livestock
Furniture & fixtures 5.00000 4.53326 0.46674
Others
Total — CAPITAL 96.00000 88.96362 7.03638
(Grants for creation of Capital
Assets)
Establishment
Expenses(Salaries)
i. Establishment Charges 3125.00000 3122.35170 2.64830
ii. Wages
iii. Overtime Allowance
Total — Establishment 3125.00000 3122.35170 2.64830
Expenses
(Grant in Aid - Salaries)
Pension & Other Retirement 1038.00000 1036.24902 1.75098
Benefits
T.A.
A. Domestic TA/ Transfer TA 26.80000 26.65161 0.14839
B. Foreign TA
Total — Traveling Allowance 26.80000 26.65161 0.14839
Research & Operatinal
Expenses
A. Research Expenses 284.00000 282.43469 1.56531
B. Operational Expenses 208.50000 206.26422 2.23578
Total - Research & 492.50000 488.69891 3.80109
Operational Expenses
Administrative Expenses
A. Infrastructure 446.20000 444.41741 1.78259
B. Communication 2.00000 1.99556 0.04440

C.Repair & Maintenance
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Head

i. Equipments,Vehicles &
Others

ii. Office building
iii.Residential building
iv. Minor Works

D. Others (excluding TA)

Total - Administrative
Expenses

Miscellaneous Expenses

A. HRD

B. Other Items (Fellowships,

Scholarships etc.)
C. Publicity & Exhibitions

D. Guest House —
Maintenance

E. Other Miscellaneous

Total - Miscellaneous
Expenses

Total --Grants in Aid - General

Grand Total (Capital +
Establishment+General)

Loans and Advances

Swachh Bharat Mission

ICAR-IASRI Annual Report 2018-19

RE 2018-19
(Institute+CABiIn+SCSP)

269.80000

27.50000
44.00000
22.00000
190.58000
1002.08000

16.00000
74.80000

601.82000
692.62000

3252.00000
6473.00000

0.00

Resource Generation (2018-19) (Rs. in Lakhs)

Total Expenditure
2018-19

265.66908

27.38977
43.44918
21.65938
184.42337
989.00375

15.39065
74.74970

601.82000
691.96035

3232.56364
6443.87896

0.00
(Rs. In Lakhs)
0.00098

Staff position (as on 31 March 2019)

1 Licence fee
2 Interest earned on loans & advances
3 Receipts from schemes
4 Application fee from candidates
5 Training
6 Institutional Charges
7 Miscellaneous Receipts

TOTAL
Manpower Sanctioned posts
Director 1
Scientific 130
Technical 174
Administrative 84
Auxiliary 14
SSS 78
Total 481
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Total Closing Balance
(Institute+CABin+SCSP)

4.13092

0.11023
0.55082
0.34062
6.15663
13.07625

0.60935
0.05030

0.00
0.65965

19.43636
29.12104

0.00

16.91942
0.77133
22.23160
0.13000
0.50000
16.71802
8.85572
66.12609

Filled posts

0

68

53

64

07

27

219



Research Achievements

Programme 1: Developmentand Analysis
of Experimental Designs for Agricultural
Systems Research

ICAR-Research Data Repository for
Knowledge Management as KRISHI
(Knowledge Based Resource Information
System Hub for Innovations in Agriculture)
Under ICAR Headquarters Plan Scheme

KRISHI (Knowledge Based Resource Information
System Hub for Innovations in Agriculture) portal
is serving as a gateway to enhance visibility of
digital outputs of ICAR to stakeholders. The salient
achievements are given subsequently.

® |ICAR Mobile Apps: Developed workflow based
application for submission of links of Mobile
Apps. Search facility based on keyword, SMD,
Institute and language has also been provided.
All fields/data in Mobile Apps link were prepared
as Web Services through JSON. At present links
of a total of 215 (85 reported earlier) mobile
Apps (ICAR: 133; SAU/CAU: 37; KVK: 24 and
Other Govt. Agencies: 21) are available in this
application.

® Video/Audio Gallery: Developed workflow
based application for submission of links of
Mobile Apps. Search facility based on keyword,
SMD, Institute and language with drop-down
filter has also been provided using Angular JS.
Links of 1337 videos (539 reported earlier) and
54 Audios (52 earlier) are also available. The
gallery was released by Deputy Director General
(Agricultural Education), ICAR on December 04,
2018 (Fig. 3.1).

Fig. 3.1: Webpage for ICAR Video Gallery

Inter Portal Harvester: In order to bring various
agricultural research publications collected by
various organizations within as well as outside of
ICAR, strengthened Inter Portal Harvester (http://
krishi.icar.gov.in/ohs-2.3.1/index.php/browse) by
adding one more resource. At present more than
4,57,321 (4,00,427 reported earlier)records from
26 repositories (2 repositories added during the
period) are available for unified search.

Publication and Data Inventory Repository:
The repository has been enriched through
populating data by Nodal officers and other
researchers. 16400 (4990 reported earlier)
publications and 410 (291 reported earlier)
datasets have been submitted from 107
Institutes (106 Reported earlier). 1060
researchers (309 reported earlier) other than
Nodal officers have registered themselves as
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submitters. Added a new collection AICRP on
Home Science Publication under Agriculture-
Education community and CIWA Community
with collection authorization and item template
setting. Following modifications/updates were
made in the application: (i) Added Report page
for number of files uploaded along with each
publication. (i) Added LDAP authentication for
all researchers from NARS; (iii) Added a new
category ‘Training Manual’ under Publication
Type; (iv) Updated embargo condition text
message for item submission in input form and
(v) Added reports on pending item count by
Reviewer and Approved item count by reviewer
for administrator; (vi) Updated input-form for
Publication connection for Multiple Language
selection. Added the reports on downloads from
this repository.

Technology Repository: Technology Repository
has been updated by adding (i) a keyword
based search facility, (ii) selection based reports
module; (iii) converting general reports into
AngularJS-JSON with URL; (iv) optimising the
code of application for submission of Technology
and report generation through a single page and
(v)implementing the facility of maintaining history/

-

Technology Data Repository

HRISHI Technology Collectons Developed Dy ICAR Instibuies

|
PEF Rigt
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Technology Data Repository

KRISHI; Technology Colections Developed by ICAR Instituies
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Fig. 3.2: Display pages for ICAR technology repository
(generation of general and section based reports)
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trail of add/update in technology with date, time
and e-mail in the workflow process. 28 institutes
have initiated uploading the Technologies /
proven technologies.At present 427 (11reported
earlier) technologies are available in public
domain and 87 (4 reported earlier) are in the
workflow process. The repository was launched
by Secretary DARE and DG, ICAR on December
04, 2018 (Fig. 3.2).

® Unit Level Data Repository

» Content Management System AICRP
Websites: Based on information received
from stakeholders, developed and
strengthened websites for 14 AICRPs with
uniform formatting and contents using
Content Management System and different
level user authentications. Among these 14,
04 are developed for new AICRPs: (i) AICRP
on Post Harvest Engineering & Technology,
Ludhiana; (ii) AICRP on Weed Management,
Jabalpur; (ii) AICRP on Ergonomics and
Safety in Agriculture; (iv) AICRP on Plastics
in Agriculture (Fig. 3.3 & 3.4).

E BICRP on Post-Harvest Enginearing & Technolagy =

P T 1

Fig. 3.3: Webpage for AICRP on post harvest engineering and
technology

g AICRP on Weed Management

Wolureary Canvirey

i —— e, oy i i P e

BB P S ady

Fig. 3.4: Webpage for AICRP on weed management (display for
partner centres)



» Experimental Data Repository: Developed
Prototype for Information System for All-India
Coordinated Research Projects to plan and
design experiments, generate data, analyse
and prepare reports of AICRP experiments.
It also helps in creation of research data
repository and standardization of analysis
and reporting of experiments. Prototypes
have been developed for 02 observational
studies. Following information systems
have been developed and launched: (i)
Information System for AICRP on PHET:
The Information System was released
by Dr. N. Kumar, Vice-Chancellor, TNAU,
Coimbatore during 34th Annual Workshop
of AICRP on PHET organized at Tamil Nadu
Agricultural University, Coimbatore on March
12, 2019; (ii) Information System for AICRP
on FIM: Information system was released on
December 04, 2018 by DDG (Agricultural
Engineering) during 1l National Workshop
of Officer Incharge data management.
Information System on AICRP on Fruits;
LTFE; Weed management; Integrated water
management; Management of salt affected
soils and use of saline water agriculture;
Poultry; Castor, Safflower, Sunflower are
being customized.

» Observational Data Repository: Workflow
based application for centre creation and
uploading data on weather parameters
through custom input forms has been
developed. Strengthened the application for
harvesting/scrapping of daily weather data
from (i) ICAR-IARI, New Delhi; (ii) ICAR-
VPKAS, Almora; weekly weather data from
(iii) ICAR-CRIJAF, Barrackpore and added
the following Institutes (iv) ICAR-VPKAS,
Almora; (v) ICAR-CCARI, Goa; (vi) ICAR-
CSSRI, Karnal; (vii) ICAR-NIASM, Baramati
and (vii) ICAR-IISWC, Dehradun.

ICAR Geo-Portal: Strengthened geo-portal by

adding new layers of (i) Soil degradation, Rabi

Maize suitability area; Kharif maize suitability

area; (ii) Bioclimatic Zones of India developed

by ICAR-NBSS&LUP, Nagpur. Also added

layers of (i) Vegetation condition index; (ii)

Temperature condition index, (iii) NDVI deviation

and (iv) Evaporative stress index as a first step

of synchronization with CREAMS (Consortium
for Research on Agro-ecosystem Monitoring
and Modelling from Space), ICAR-IARI, New

Delhi. Developed the application of PGR-Clim in

collaboration with ICAR-NBPGR, New Delhi and

is made available at https://geokrishi.icar.gov.
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8  ICAR KRISHI Ge@ Portal
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Fig. 3.5: PGR-Clim

b

Fig. 3.6: Visualization of paddy residue burning points in
Haryana, Punjab and Uttar Pradesh as on November 29, 2019

inficargeoportal. Also depicted points of Camel
Population in Different States and locations of
Camel Animal Welfare organized. The maps for
points of residue burning in Punjab, Haryana and
UP are uploaded for Monitoring Paddy Residue
Burning in North India using Satellite Remote
Sensing for October 01, 2018-November 30,
2018 on daily basis (Fig. 3.5 & 3.6).

® Dashboard for Monitoring: A Dashboard
has been created to monitor the progress of
submissions to various repositories by ICAR
institutes. This monitoring mechanism allows
progress under different headings such as
SMD-wise/Institute-wise progress. It includes
graphic displays related to distribution for (a)
Video/Audio (by SMD), (b) Video/Audio Gallery
(by Language); (c) Publications submitted (by
SMD); (d) Technology submitted count (by
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SMD and Soil order); (e) Technology submitted
by Institutes; (f) Inter-Portal Harvester (Daily
Harvested Article) and (g) Inter-Portal Harvester
(Source-wise records harvested).The portal was
also made secure by TLS security.

Master Database: Master database tables
have been created for Subject Matter Division;
Organization Type; Organization; Regional
Station; AICRP; State; District; Zone; Agro-
Ecological Region; Agro-Ecological Sub Region;

Languages; Subject Classification (AIMS);
Subject Sub Classification(AIMS);  Major
Resource; Commodity; Commodity Name;

Commodity Type; Soil Great Group; Soil Great
Sub Group; Soil Order; Soil Sub Order. An
application has been written to update data
in these master tables by Administrator. An
application has also been written to make these
ICAR Master Records available in form of web-
services, e.g. JSON or XML (Fig. 3.7).
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Fig. 3.7: Webpage for master tables in JSON/XML
® Single Sign On:First time in ICAR web
applications, User Authentications are done
in KRISHI Data repository using ICAR Email
credentials, thereby  removing  multiple
usernames and passwords. The same is now
being tried in other applications as well, leading
to Single-Sign for Centralized applications.

Policy Initiative: (i) Quality Research Data
Acquisition Guidelines were approved by
the competent authority on 30.08.2018 and
circulated to all on September 07, 2018 and
are also made available at https://krishi.icar.
gov.in/PDF/Final_Quality_Research_Data_
Acquisition_Guidelines_ICAR.pdf; (ii) Council
issued an officer order F.No. 13/55/2018-Cdn.
Tech. dated September 07, 2018 regarding
uploading data in Central Publication and Data
Inventory Repository and Technology Repository.

® Visibility: KRISHI Portal has attracted more

20

than 1,02,000(62,000 reported earlier) page
views since May 2015 across more than 626
cities of 105 countries. Publication and Data
inventory repository is indexed inBASE (Bielefeld
Academic Search Engine); Google Scholar
and Directory of Open Access repositories.
Since May 2017, from ICAR Publication and
Data Inventory Repository, there are more
than 3,00,000 (1,45,000 reported earlier)
downloads that includes documents fetched
through computer programme by other sites and
more than 39,400 page views (19,700 reported
earlier) across 200 cities 0f40 countries.

Planning, designing and analysis of
experiments planned On Stations under
AICRP on Integrated Farming System (IFS)

The on-stations research experiments under All
India Coordinated Research Project on Integrated
Farming Systems (IFS) are being planned and
conducted under four types of research programmes
viz. (i) development of new cropping systems;
(i) nutrient management in cropping systems;
(iii) development of system based management
practices and (iv) maximum vyield research. These
experiments are conducted using Randomized
Complete Block (RCB) design, Factorial RCB
design, split plot design, strip plot design, 32x 2
balanced confounded factorial experiments and
split-split plot design. Data of 170 experiments for
the year 2015- 16 have been received and analysis
work for all the experiments has been completed.
Results have been tabulated in the form of summary
tables and sent to the respective scientist- in-charge
of the cooperating centres.

Four tier user authentication architecture using
Asp.net platform and Java language for which MS
Access Database has been used. This logic has
been integrated in “Information System on Designed
Experiments” hasbeencreated (Fig.3.8). The process
for developing web based database application for
statistical analysis of Experiment 1(a): Intensification
and diversification of cropping sequence based on
high value crops and Experiment 2(a): Permanent
plot experiment on integrated nutrient management
in rice-wheat cropping sequence using JSP
programming language as front-end and SQL
server as back-end is being finalized that would
considerably reduces the time gap between actual
data collection and data submission to our institute
for further statistical analysis. One can successfully
perform the data entry, analysis and generate report
of 1(a) experiment. Data entry in combined analysis



and its analysis has been done for kharif season.
For other seasons, modules are under progress and
report generation of combined analysis is also under
progress. JSP for the front end and SQL server 2012
for back end has been used for the purpose. Various
validations have been put so that there should be
less error. The website contains the data entry for
experiment 1(a) and combined analysis. Analysis
and report generation of experiment 1(a) has been
completed. The website has included the module
of combined analysis for kharif season. Report
generation for combined analysis is in progress. Now
there is option available for changing the password
of the user. A syntax/SAS code for the experiment
under missing plot technique has been developed.
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Fig. 3.8: Web page for information system for on-station
pertaining to Experiment 1(a) for one centre

Some investigations on trend resistant row-
column designs

Designs under two sources of heterogeneity are
useful for situations where there may be evidences
of two sources of variability apart from the treatment
applied to the experimental material. In agricultural
experiments, response may be affected by
systematic trend. Thus, trend component should
be incorporated into the model under two sources
of heterogeneity. Further, it may be the case that
the observations may be correlated. Thus, this
should also be taken into account for designs
under two sources of heterogeneity incorporating
trend component. Trend resistant designs under
two sources of heterogeneity have been studied
when the observations are correlated. The
information matrix for a design under two sources of
heterogeneity incorporating trend component when
observations are mutually dependent or correlated
has been obtained. The condition for a design under
two sources of heterogeneity to be trend free when
observations are correlated has also been obtained.
Since, Latin square designs are trend free designs
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under two sources of heterogeneity, the efficiencies
of Latin square designs when observations are
correlated have been calculated for different number
of parametric combinations and for different values
of correlation by considering both AR(1) and Nearest
Neighbour (NN) correlation structure. It has been
observed that, for AR (1) correlation structure, the
efficiencies remain high although decreases as the
magnitude of the correlation increases and also as
the number of treatments vis-a-vis total number of
observations increases. However, for NN correlation
structure, the efficiencies decrease sharply as the
values of the correlation increase in the positive
direction from 0.4.

SAS macro for generation of incomplete row-wise
trend free designs under two-source of heterogeneity
when treatment number is a prime has been
developed (Fig.3.9).
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Fig. 3.9: SAS macro for generation of incomplete row-wise trend
free designs under two-source of heterogeneity when treatment
number is a prime

SAS macro for the generation of incomplete row-
wise trend free designs under two-source of
heterogeneity partially balanced for neighbour
effects when treatment number is a prime has been
developed (Fig. 3.10).
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Fig. 3.10: SAS macro for generation of incomplete row-wise trend
free designs under two-source of heterogeneity partially balanced
for neighbour effects when treatment number is a prime

Generalized row-column designhs for crop
and animal experiments

When there is cross classified variation in the
experimental units, then Row-Column (RC) designs
are useful for such experimental situations. These
designs are used to control variability in field
and animal experiments. Most of the row-column
designs developed in the literature have one unit
corresponding to the intersection of each row and
column. However, when the number of treatments
is large with limited experimental resources,
Generalized Row-Column (GRC) designs are used.
GRC design is an arrangement of v treatments in
p rows and g columns such that the intersection of
each row and column (cell) consists of more than
one unit (k). In case of a GRC design there is more
number of units in a cell and the treatment applied
to one experimental unit in a cell may affect the
response on neighbouring unit in the same cell. A
series of GRC designs balanced for spatial indirect
effects have been developed with parameters of the
developed designs as v (odd),p=v,q=v-1, k=s(2<
s <v-1), r= s(v-1) and y=2(s-1). The joint information
matrix for estimating the contrast pertaining to
direct and neighbour effects has been derived for
the developed series. The information matrix for
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estimating the contrast for direct treatment effects
has also been derived. A catalogue of developed
series of GRC designs balanced for spatial indirect
effects is prepared. SAS macro for generating a
classes of GRC designs balanced for spatial indirect
effects has been developed. Computer modules for
generating a classes of GRC designs along with their
randomized layout have been developed. Methods
of construction of Partial Diallel Crosses (PDC)
using a classes of GRC designs with parameter
v=2s (s>2), p=s, g=s and k= 2 have been obtained.
The parameters of the developed PDC plan will be
n (no of lines/genotypes) = v, N (no of crosses) = s2
and f (degree of fractionation) = s/(2s-1).

Designs involving three-way and four-
way genetic crosses for crop and animal
breeding programmes

Plant and animal hybrids are increasingly gaining
popularity among the breeders as well as in industrial
sector. The increased performance of hybrids over
the parents in terms of vigour and yield potential is the
basic reason for this gain in popularity. Now, among
various types of hybrids two-way (diallel) cross
hybrids are the simplest and easily manageable.
However three-way (triallel) cross hybrids and four-
way (tetra-allele) cross hybrids are genetically more
viable, stable and consistent in performance than
two-way cross hybrids. Breeders are much interested
to know about the specific combining ability (sca)
effects along with the general combining ability (gca)
effects. Since higher order mating designs like three-
way and four-way crosses are useful in exploiting the
epistatic gene action, developing small and efficient
three-way and four-way cross designs will not only
attract the breeders to use them but the information
obtained on the higher order sca effects may also
help to improve the quantitative traits which are of
economical as well as nutritional importance in crops
and animals.

A new, efficient and cost effective series of designs
involving three-way crosses for breeding experiments
has been introduced and general expressions of
information matrices, eigenvalues, variance factors,
efficiency factor and degree of fractionation have
been derived. The developed series has small
degree of fractionation and high efficiency factor
making them cost effective and suitable for scarce
resource conditions.

A new model for experimental designs involving
tetra-allele crosses that incorporates both gca and
sca has been defined. Optimality aspects of such
designs have been discussed incorporating sca



effect in the model. Orthogonality conditions have
been derived for block designs ensuring estimation
of contrasts among the gca effects, after eliminating
the nuisance factors, independently from sca effects.

Incomplete split-plot designs: Construction
and analysis

Split-plot designs are widely used in agricultural
experiments where whole plot treatments are applied
to larger plots and within each whole plot, all the
subplot treatments are applied. There arises certain
experimental situations when one cannot apply each
of the subplot treatments within each whole plot.
In such situations, number of subplot treatments
to be applied in each whole plot is less than the
total number of subplot treatments. Such types
of experimental designs are called as incomplete
split-plot designs. In split-plot designs, whole plot
treatments are generally applied in randomized
complete block designs. Sometimes we may apply
whole plot treatments in incomplete block design set
up. In some situations, subplot treatments may be
combinations of two factors. The analysis methods of
incomplete split-plot designs are not readily available
in standard statistical packages. The purpose of this
project is to address the problem of constructing
incomplete split-plot designs for the three situations
viz., when the sub-plots are incomplete, when
the main-plots are incomplete and when both the
whole plots and sub-plots are incomplete along
with analyzing data and implementing the analysis
method in a software module (Fig.3.11).

Methodology of analysis of incomplete split plot
designs which are incomplete at whole plot level
and complete at subplot level has been developed.
Similarly, methodology of analysis of incomplete
split plot designs which are complete at whole plot
level and incomplete at subplot level has been
developed. A methodology of analysis of incomplete
split plot designs which are incomplete both at whole
plot level and at subplot level has been developed.
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Fig. 3.11: A screenshot of software module for incomplete split-
plot designs
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These methods have been implemented using R
programming language. These methodologies have
also been included as part of a web application so that
they can be used by researchers and experimenters.

Designing and analysis of On Farm research
experiments planned for AICRP on Integrated
Farming System (IFS)

As On Farm Research Components (OFR 2)
experiments completed collecting data for four
years, diversification analysis was carried out.
After grouping the data into five ecosystems, data
analysis as well as preparation of graphs/charts, for
the data pertaining to the year 2015-16, has been
undertaken. A summary is given below:

® On-Farm centres classified into five ecosystems

viz., (i) Semi Arid (ii) Arid (iii) Humid (iv) Sub
Humid and (v) Coastal. Data analysis was
carried out for Semi Arid ecosystem.

Four indices viz., Ecological Security Index
(ESI) (ii) Economic Efficiency Index (EEI) (iii)
Social Equity Index (SEI) and (iv) Sustainable
Livelihood Security Index (SLSI) were computed
based on 2015-16 data. SLSI is derived from
other three indices.

In total, 280 households were considered for
analysis, after data cleaning.

Logarithmic transformation was used and after
the analysis, data was retransformed.

Paired t-test was used for comparing benchmark
vs. improved systems, taking overall 280
observation pairs into consideration. ESI vs.
ESI-improved (at 1%), EEI vs. EEIl-improved (at
10.04%), SEI vs. SEl-improved (at 1%) were
found to be significant while SLSI vs. SLSI-
improved did not exhibit significant difference.

Paired t-test was used for comparing benchmark
vs. improved systems, farming system-wise (for
those having ® 10 observations). With Field Crop
(FC), Dairy (D), Goat (G) and Poultry (P), for
farming system FC+D: ESI vs. ESI-improved (at
1%), EEI vs. EEl-improved (at 1%), SEI vs. SEI-
improved (at 1%) and SLSI vs. SLSI-improved
(at 10%) were found to be significant. For
farming system FC+D+G: ESI vs. ESl-improved
(at 5%), SEI vs. SEl-improved (at 10%) and
SLSI vs. SLSI-improved (at 5%) were found to
be significant. For farming system FC+D+P:
ESI vs. ESI-improved (at 10%) and SEI vs. SEI-
improved (at 5%) were found to be significant.
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For farming system FC+D+G+P: all indices were
found to be significant.

Paired t-test was used for comparing benchmark
vs. improved systems, component-wise. For
single component system: SEI vs. SEl-improved
(at5%) and SLSI vs. SLSI-improved (at 5%) were
found to be significant. For two-components
system: ESI vs. ESIl-improved (at 1%), EEI vs.
EEl-improved (at 1%), SEI vs. SEl-improved (at
1%) and SLSI vs. SLSI-improved (at 10%) were
found to be significant. For three-components
system: ESI vs. ESI-improved (at 5%) was found
to be significant. For four-components system:
EEI vs. EEl-improved (at 10%) and SEI vs. SEI-
improved (at 10%) were found to be significant.
Q-Q plot difference was also shown.

One way ANOVA was performed for testing
the significance of various types of farming
systems (12 were there in total) with respect
to each index. Duncen’s Multiple Range Test
(DMRT) was carried out for finding out the best
performing farming system among nine farming
systems (having more than one observation).
It also helped in grouping various farming
systems in terms of performance based on index
values. EEl-improved (at 5%) was found to be
statistically significant and FC+D+G performed
best among all.

Again, one way ANOVAwas performed for testing
the significance of indices in terms of various
component combinations (4 were there in total,
viz., single, two, three and four components).
DMRT was carried out for finding out the best
performing component combination among
these four. None of the indices were statistically
significant using benchmark data whereas
ESl-improved (at 5%), EEl-improved (at 5%),
SLSl-improved (at 10.31%) were found to be
significant. Four-component, two-components
and three components performed best for ESI-
improved, EEIl-improved and SLSI-improved
respectively.

Pie-charts were prepared farming system-
wise and component-wise to demonstrate the
distribution various types.

Scatter plots were prepared for each significantly
performing index vs. SLSI farming system wise
(® 10 observations) and component-wise.

Correlation coefficient was computed and its
significance was tested to check whether there
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is any significant association between these
indices and SLSI-improved. Further, to know
more about the contribution of each component
to SLSI-improved, regression was fitted by
considering SLSI as dependent variable and
ESIl-improved, EEl-improved and SEl-improved
as independent variables.

Few new modules viz., (i) Green House Gases and (ii)
Farming System (FS) -Typology and (iii) Help of the
software “AICRP on Integrated Farming Systems On-
farm Farming Systems Research: Online Data Entry
and Analysis” have been designed and developed.
Software for online data (collected from households/
farmers identified) entry of OFR 2 experiments
and user manual were released in the V Biennial
Workshop of AICRP on IFS organized at University
of Agricultural Sciences, GKVK campus, Bengaluru
during 20-22 December, 2018 (Fig. 3.12 & 3.13).

AICRP on Integrated Farming Systems
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Fig. 3.12: A screenshot on Farming System topology in “AICRP
on Integrated Farming Systems On-farm Farming Systems
Research: Online Data Entry and Analysis” Software

4 AICRP on Integrated Farming Systems
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Fig. 3.13: A screenshot of Help page in “AICRP on Integrated
Farming Systems On-farm Farming Systems Research: Online
Data Entry and Analysis” Software

Planning, designing and analysis of data
relating to experiments for AICRP on long
term fertilizer experiments

Long term fertilizer experiments are conducted
every year at 17 cooperative centres during Kharif
and Rabi seasons for specific crops at specific
centres. The experimenters record grain yield,



macro and micro nutrients uptake by the crops and
soil parameters. During 2018-19, data analysis of
Parbhani centre for 2016-17 for Kharif and Rabi
season has been completed and analysis results
have been sent to centre in-charge in specified
format. Data of Barrackpore centre for 2014-15 and
2015-16 for Pre-Kharif, Kharif and Rabi seasons
have been analyzed and analysis results sent to
centre in-charge. Data analysis of Palampur centre
for 2015-16 for Kharif and Rabi season has been
done and analysis results sent to centre in charge.

On construction of orthogonal and nested
orthogonal Latin hypercube designs

A general procedure for obtaining the Orthogonal
Latin Hypercube (OLH) designs for six factors for
any permissible number of runs have been obtained.
Further, two new series of second order OLH
designs for six factors have been given. A Catalogue
of orthogonal latin hypercube designs of 15t and 2™
orders with m (< 6) factors and n (< 20) runs was
also presented. A web application has also been
developed for online generation of 1%t order and 2
order OLH designs (Fig. 3.14).
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Fig. 3.14: Generation of second order orthogonal Latin
hypercube designs via web application

A general procedure of obtaining construction
methods of orthogonal and nearly orthogonal space
filling Latin Hypercube Designs has been described.
A Catalogue of Orthogonal and nearly orthogonal
space filling Latin Hypercube Designs with m (<
6) factors and n (£ 20) runs was also presented. A
web application has also been developed for online
generation of OLH design with good space filling
property (Fig.3.15).

Two general methods of constructing Nested
Orthogonal Latin Hypercube (NLOH) designs have
been developed. First method deals with two layers
of NOLH and the second methods deals with three
or more layers of NOLH. The methods give many
new NOLH designs with fewer number of runs as
compared to existing NOLH designs. A Catalogue of
NLOH Designs of p(<4) layers with m(< 6) factors and
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Fig. 3.15: Online generation of space filling Latin hypercube
designs via web application

n(< 100) runs was also presented. A web application
has also been developed for online generation of
NOLH designs (Fig. 3.16). The application has been
developed using JSP language and STS (Java)
platform. Here, user can get the NOLH by giving the
input of either outermost or innermost layer of the
design to be generated.
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Fig. 3.16: Online generation of nested orthogonal Latin
hypercube designs via web application

Analytical procedure for factorial
experiments with Logistic and Gompertz
error distributions

Factorial experiments are widely used in agriculture
and allied sciences. In these experiments there
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is an output variable, which is dependent on
several controllable or input variables. These
input variables are called factors. For each of the
factors, there are two or more possible settings
known as levels. When the number of levels
of all factors is same, it is called symmetrical

factorial experiments otherwise asymmetrical
factorial experiments. Analysis of variance
(ANOVA) procedure in the framework of

experimental designs has traditionally been based
on assumptions of normality. In practice, however
non-normal distributions are more prevalent. So,
it is of great interest to study the effect of non-
normality on the F statistics used for testing main
and interaction effects in ANOVA. In the present
investigation, asymmetrical factorial experiments
have been considered when errors follow non-normal
distributions. Two non-normal distributions have
been considered, generalised logistic distribution
and other is Gompertz distributions.

Expressions for the estimates of model parameters,
contrast of the main effects, interaction effects, sum
of squares and F statistics for the analysis of the
2x3x3 factorial experiments have been developed
when error follows generalized logistic distribution.
Empirical study has also been done to find the F
statistic and ANOVA. SAS code has been developed
to find the sum of squares and F statistic. Similarly,
when error follows Gompertz distribution, these
expressions, empirical study and development of
SAS code have been done.

Programme 2: Forecasting, Modelling
and Simulation Techniques in Biological
and Economic Phenomena

Modelling and forecasting of drought index
using machine learning techniques

Drought is a complex hydrologic feature of arid and
semiarid regions with strong implications on the
sustainability of water resources, agriculture and
environmental management. Forecasting of drought
was performed using Drought Indices (Dls) that
are standardized metrics of rainfall, temperature,
evapotranspiration etc. DIs or models involving them
are used for assessment of occurrence and severity
of droughts. DIs were developed for specific regions
using specific structures and forms of data input.
During the reporting period, monthly rainfall data
of Bundelkhand region have been collected from
1901 to 2002. Bundelkhand region has 13 districts
of U.P and M.P. and data for each district have been
collected separately. The daily rainfall over 41 years
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(1975 — 2015) for Sagar and Chhatarpur districts
of Bundelkhand region was obtained from India
Meteorological Department (IMD). Trend analysis
of rainfall was performed for these two districts of
Bundelkhand region on annual and seasonal data
(pre-monsoon from March to May, monsoon from
June to September, post-monsoon from October to
November, and winter from December to February).
The results showed that there was no significant
trend in the Sagar and Chhatarpur districts of
Bundelkhand region. Forecasting of DI has been
performed by using Auto-Regressive Integrated
Moving Average (ARIMA), Artificial Neural Network
(ANN), Support Vector Machine (SVM) and
Extreme Learning Machine (ELM) models. Different
performance measures like Mean Absolute Percent
Error (MAPE), Mean Squared Error (MSE) and
Root Mean Squared Error (RMSE) etc. were used
for evaluation of the performance. The results
indicated that, in both the districts viz., Sagar and
Chhatarpur, ELM model performed better compared
to the ARIMA, ANN and SVM models. Development
of algorithm of multiple kernel Extreme Learning
Machine (MK-ELM) for drought index forecasting
has been initiated.

Crop yield forecasting under Forecasting
Agricultural output using Space Agro
meteorology and Land based observation
(FASAL) scheme

During the period under report, modelling was
done for crop yield forecasts at different growth
stages of wheat crop for Delhi region. The model
used maximum and minimum temperature, rainfall,
morning and evening relative humidity during crop
growing period collected from weather station
located at ICAR-IARI, New Delhi. The forecast model
was developed using generated weather indices as
regressors in model. In order to select significant
weather variables affecting the yield of crop, least
absolute shrinkage and selection operator (LASSO)
as well as stepwise regression methodology were
applied. LASSO gave better results as compared to
stepwise regression. The R2 of LASSO and stepwise
regression were 0.84 and 0.85, respectively. The
Mean Squared Error (MSE) and Root Mean Squared
Error (RMSE) of LASSO regression were better than
stepwise regression, which leads to improvement of
crop yield forecasting. It can be inferred that for the
data under consideration, LASSO works better than
stepwise regression for variable selection. Further,
using the selected variables through LASSO,
Bayesian regression model was applied and
obtained superior results as compared to the ARIMA



with explanatory variables (ARIMAX) and regression
model with weather indices as regressors.

Crop diversification: Pattern, determinants
and its impact on nutritional security

Crop diversification is regarded as a major source
of growth operating within agricultural sector. Time
series dataon crop area statistics (for the period 1998-
2018) was collected from the Land Use Statistics,
Department of Agriculture and Co-operation Network
(DACNET), Government of India. Simpson Index
of diversification was used to estimate the extent
of crop diversification. Estimation of district-wise
diversification index is currently under progress.
Simultaneously, in order to explore the relation
between crop diversification and nutritional status,
a normalized malnutrition index was constructed.
We have collected district-wise secondary data
from NFHS-IV survey for the year 2015-16 for 558
districts (21 states) on six indicators. Indicators
included data on under-nutrition among the children
under 5 years of age and adults in the age group
from 15 to 49 years. Three indicators of child under
nutrition were: the percentages of stunted, wasted,
and underweight children under 5 years of age. With
regard to adult under-nutrition, the percentages of
thin men and thin women (BMI less than 18.5 kg/
m?) in the population and percentage of anaemic
women from 15 to 49 years were used. District wise
normalized malnutrition index was constructed for
558 districts using average of these normalized
indices. Mapping of the estimated malnutrition
indices has been initiated.

Prospects of irrigation in India: Trends,
determinants, and impact on agricultural
productivity

Time series data on state-wise irrigation statistics for
the period 1984-2015 was collected from the Land
Use Statistics reports of Directorate of Economics
and Statistics, Government of India. Trend analysis
was carried out for Semi-Arid Tropic (SAT) region
covering Andhra Pradesh (undivided), Karnataka
and Tamil Nadu. The results revealed that the share
of surface water in Net Irrigated Area (NIA) had
shrunk across the states over the decades with wide
year to year fluctuations. During 1990s, the share
of surface water sources in total NIA was highest
(70.47%) in Andhra Pradesh and, more or less
same (57%) in the states of Karnataka and Tamil
Nadu. Over the decades, the highest decline (by
28.64%) was witnessed in Andhra Pradesh followed
by Karnataka (19.66%) and Tamil Nadu (17.55%).
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Surface irrigated area in all the states of interest fell
down sharply during 2002 and 2003 which were also
drought years. The increase in ground water irrigated
area had compensated the loss of surface irrigated
area in SAT states. During 1990-2015, the increase
in groundwater share was highest (by 28.56%) in
Andhra Pradesh followed by Tamil Nadu (22.39%)
and Karnataka (20.59%). During 2011-15, the share
was highest (60.4%) in Tamil Nadu followed by
Andhra Pradesh (54.7%). And, it was lowest (50.6%)
in Karnataka. District-wise irrigation statistics was
collected from the district-wise land use statistics
reports of Government of India. Accordingly, trends
in district-wise irrigation coverage and source-wise
dynamics of irrigation development were analyzed
and mapped for the SAT region. Time series data on
public expenditure made on irrigation development
was collected for these states from the state finance
accounts of Comptroller and Auditor General of
India. The expenditure data was deflated using
Gross Fixed Capital Formation (GFCF) deflator for
the base year 2011 and analysis has been initiated.

Parameter estimation of time series models
using Bayesian technique

ARIMA with explanatory variables (ARIMAX) and
ARIMAX Generalized Auto-Regressive Conditional
Heteroscadasticity (ARIMAX-GARCH) models are
very useful and efficient in the present context of time
series modelling and forecasting, where the series are
volatile in nature and are influenced by other series
as well. Agricultural domain being no exception, the
use of these two models have immense potential.
Hence proper estimation of the parameters of these
models is very crucial. The classical estimation
technique underlines many assumptions which
sometimes at practical situations do not hold, leading
to inconsistent parameter estimates. Under such
circumstances, the Bayesian parameter estimation
technique can be applied successfully to obtain
the estimates of the model parameters. During
the period under reports development of Bayesian
estimation technique for ARIMAX and ARIMAX-
GARCH model has been done. Implementation of
Bayesian framework to basic ARIMA model was
done and compared the forecasting performance
with that of the classical estimates of ARIMA using
total food-grain production data of India (1990-2015)
and obtained superior results for Bayesian ARIMA
models. For implementation of the some appropriate
R codes were written. Further, we have developed
Bayesian estimation technique for ARIMAX model
and was fitted to daily time-series data of spot and
future prices of Soybean in Indore market from 01t
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Jan, 2017 to 31 July, 2018 (https://www.ncdex.
com). The developed Bayesian ARIMAX model
outperformed the classical ARIMAX model in terms
of in-sample performance and parameter estimates.
The parameters were estimated precisely with lower
standard error in the Bayesian ARIMAX model as
compared to the classical ARIMAX model. To test
the stability and consistency of the estimates from
Bayesian technique were also applied the tests
viz. Heidelberger and Welch (1983) and Gelman
and Rubin (1992). Both the tests yielded positive
results indicating appropriate estimates. Appropriate
R codes were written for implementation of the
aforesaid model estimation and fitting. Thus the
superiority of the developed methodology over the
existing one, i.e., Bayesian estimation over the
classical one was established.

Tractorization in Semi-Arid Tropic (SAT)
India: Determinants and implications

Collection and extraction of data has been done. Data
was collected from Village Dynamics of South India
(VDSA) published by ICRISAT. After collecting the
data, various variables have been identified which
influence tractor use in SAT India. After identifying
the variables through national and international
review we used panel tobit model for both tractor
uses and use of animal drawn farm implements has
been implemented. Surprisingly, results showed
cropping intensity and irrigation intensity are the
maijor factors which influenced tractors use positively
and use of tractor drawn implements negatively.
There are many other variables too which influenced
the tractor use. In panel modeling, both random
and fixed effect models have been applied and
Hausmen’s test was employed to know which of the
model was performing well.

Efficiency of micro irrigation in economizing
water use in India: Learning from potential
and unexplored states

The spread and adoption of micro-irrigation in
four states selected namely, Punjab (Unexploited
region), Maharashtra, Gujarat and Andhra Pradesh
have been studied. This study departs from the
usual supply side perspective, which is often
presented, and provides a demand side perspective.
It seeks to overcome the limitations of irrigation in an
engineering oriented research which does not take
into account the need, aspiration and experience
of the users. It combined and compared the
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observations across four states of India with varied
cropping patterns. The study showed that farmers
are motivated to adopt drip irrigation primarily to
cope with the scarcity in at least one of three factors
of production, namely water, power and labour.
They also adopt the technology in pursuit of a rapid
growth in incomes, which can be achieved through
it. Micro-irrigation appears to give very good results
on each of these counts, and therefore the farmers
see it as very useful technology. Micro-irrigation
reduces the water need per unit of land resulting in
and gives a significant saving of water. The survey
results showed that farmers use the water saved for
variety of purposes including cultivation of new crops
and giving more irrigation to other existing crops.
Expanding the areas under cultivation/irrigation and
non-agricultural use. Though rare, some farmer also
does sharing and selling water informally. The study
clearly establishes the benefit of the technology
for conservation of water and extending its use.
The study explored the adoption process beyond
technology use to mastering the management of
micro-irrigation agriculture and roles of stakeholders.

Role of Research and Development in Indian
agriculture: An economic analysis

Knowledge on existing allocation pattern of
agricultural research and development expenditure,
both sector-wise and region-wise will be used to
suggest appropriate distribution form of public fund.
Also, the results on sector-wise and region-wise
public expenditure pattern will be the input for policy
makers in bridging the gaps. Hence collection of
time series data on state wise public expenditure
made on agricultural research and development is
being collected for the period between 2005 and
2017 from the state finance accounts of Comptroller
and Auditor General of India has been initiated.

Development of count time-series models
for predicting pest dynamics using weather
variables

To develop count time-series models for predicting
pest dynamics using weather variables on cotton
crop, implementation of generalized linear model
(GLM) with exogenous variables and integer based
Artificial Neural Network (ANN) was done on weekly
pest count data from 2008-09 to 2012-13 of different
centres. Code has been written for Integer valued
auto regressive model with exogenous variable
(INARX) Models and model testing is in progress.
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Table 3.1: Comparison of the four ARIMA-
Intervention models

The most popular time series model is Auto- Model RMSE
Regressive Integrated Moving Average (ARIMA) Model-1 (Impact parameter only 36.47
when the data under consideration is linear. However, considered)

when the linear time-series under study is disturbed Model-2 (Both impact and slope 3218
by some external event known as intervention then parameters are considered )

the forecasting performance of ARIMA model may be Model-3 (Impact, slope parameters + three  22.63
affected. However, it can be improved by employing intervention points considered)

appropriate techniques such as ARIMA-Intervention Model-4 (same as Model 3, but 18.53

modeling. There are two kinds of interventions viz.
step, pulse. Step intervention occurs at a particular
period of time and exists in the subsequent time
periods. The effect of step intervention may
remain constant over time or it may increase or
decrease over time. Pulse intervention occurs only
at particular period of time but the effect of such
intervention may exists for that particular time period
only or may continue to exist in the subsequent
time periods. Genetic Algorithm (GA) is stochastic
search algorithm inspired by the basic principles
of biological evolution and natural selection. GA
simulates the evolution of living organisms, where
the fittest individual dominates over the weaker ones,
by mimicking the biological mechanism of evolution,
such as selection, crossover and mutation. GA has
been successfully applied to solve optimization
problems. In this study, GA optimization technique
has been employed for parameters estimation of
ARIMA-Intervention models. As a case study, all
India cotton yield of with the intervention being
introduction of Bt Cotton variety in year 2002 has
been considered. Total four models were fitted for
the time series data considered. The performance of
the models are given in Table 3.1.

parameters estimated by GA approach)

In addition, various types of intervention data has
been simulated. In the simulation process, the
autoregressive and moving average parameters
were fixed as 0.71 and 0.11 respectively and
differencing order as one. The impact parameter
was fixed as 104 but the slope parameter instead of
the value of 0.18 observed for all-India yield, values
were varied as 0, 0.25, 0.5, 0.75 and 0.98 for step
and pulse intervention types. As slope parameter is
not needed in case of ramp intervention, only one
model for ramp intervention has been simulated.
In each situation, delay parameter was considered
as zero. The eleven different simulated datasets
have been fitted employing conventional ARIMA-
intervention model as well as genetic algorithm
based modified intervention model. The summary of
simulation study has been given in Table 3.2.

The performance of the proposed ARIMA-
Intervention based GA approach was compared
with the conventional ARIMA-Intervention model as
well as with the ARIMA model was judged based
on RMSE. Based on the results obtained, it can be
inferred that the proposed approach performed better

Table 3.2: Summary of simulation study

Intervention type Slope RMSE
parameter ARIMA-Intervention GA based ARIMA-Intervention
Step 0.00 32.64 25.62
0.25 34.37 11.76
0.50 34.55 22.94
0.75 28.92 26.27
0.98 126.74 81.10
Pulse 0.00 42.06 22.40
0.25 44.25 23.01
0.50 28.86 22.74
0.75 62.04 22.23
0.98 59.46 43.34
Ramp 0.00 141.14 94.41
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as compared to conventional ARIMA-Intervention
as well as ARIMA in terms of forecasting accuracy
for the real as well as simulated time series data
considered.

Modelling dynamics of institutional credit to
agriculture in India

The adequacy of agricultural credit at grass root
level is still unearthed in India. Hence it is very much
important to know the influence of major reforms
aimed to increase institutional credit to agriculture
needs at grassroots level i.e. district. Scheduled
Commercial Banks (SCBs) are major lenders
towards agriculture sector in India. Hence collection
of information on district-wise outstanding credit of
SCBs to agriculture is crucial in this regard. During
the reporting period, outstanding credit of SCBs to
agriculture for the three years viz., 2015-16, 2016-
17 and 2017-18 has been extracted from the basic
statistical returns of SCBs released by Reserve Bank
of India. Further, based on this triennium average,
selection of outstanding credit study districts
representing all the states of the country has been
initiated.

ICT based extension strategies for nutrition
sensitive agriculture in the states of UP and
Odisha

Multistage stratified random sampling with first-stage
sampling units- District, second-stage sampling
units- Block/ Village and third-stage sampling units-
Farmer/ Respondent has been proposed for data
collection. For development of effectiveness Index,
modified Analytic Hierarchy Process (AHP) approach
has been proposed where pairwise comparison
matrices can be obtained at the analysis stage. In
addition, development of Mobile App for nutrition
sensitive agriculture has been initiated.

Development of methodology for non-
parametric modeling of time-series data and
its application in agriculture

The performance of Nadaraya-Watson estimator vs.
local polynomial estimator with respect to random
integrated squared error has been studied by using
simulation based on India’s foodgrain production. It
became evident that local polynomial approach is
capable to control the mean integrated squared error
of estimation of non-parametric regression value
better than that for Nadaraya-Watson estimator. The
data has been used for non-parametric modeling
of one-step-ahead regression function along with
estimation of one-step-ahead conditional variance.
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The bandwidth has been subjectively chosen to
be 10, whereas the regression estimates have
been computed at the mid-points of 50 intervals of
equal length ranging from minimum to maximum
of the observed time-series data. The fitted and all
the interval summary were evaluated along with
modeling of data using optimum bandwidth. It has
been observed that local Polynomial estimator is
capable to capture the underlying fluctuations better
than its counterpart. Finally, one-step-ahead forecast
has been performed for the year 2016-17, where via
non-parametric regression it has been found to be
257 along with standard errors are respectively as
6.27 and 6.13 for local polynomial and Nadaraya-
Watson. Therefore, lower and upper limits for
forecast have been found as intervals respectively
as (238.19, 275.81) and (238.61, 275.39) for local
polynomial and Nadaraya-Watson estimators. For
optimum bandwidth, it has been found that, on the
basis of which the prediction interval for 2016-17
has been found to be (239.94, 277.56). To evaluate
the performance of optimal bandwidth under state
domain non-parametric regression approach, mean
square errors has been found to be 89.08, whereas
the mean square errors has been found to be
respectively 139.33 and 155.28 for local polynomial
regression estimation and Nadaraya-Watson
estimator with bandwidth value 10. To this end, the
trimmed mean has been used to compute mean
square value as 89.08. Thus it has been found that
optimal bandwidth successfully enables to employ
local polynomial regression estimation methodology
under state domain to capture underlying fluctuations
of data. The optimal bandwidth has been obtained
from asymptotic bias and variance expression. Local
polynomial modelling under state domain regression
has been performed by writing program in SAS and
R. The SAS program has been used to simulate
nonparametric autoregressive time-series data to
compare with Nadaraya Watson estimator.

Stochastic differential equation models and
their application to agriculture

A new Von-Bertalanffy stochastic differential
equation model has been proposed under
decreasing stochasticity with respect to unequal
carrying capacity in drift and diffusion term and exact
solution has been obtained. Optimal Richards under
random diffusion coefficient has been compared
with its non-random diffusion term. It is observed
that solution of stochastic differential equation is
semi martingale which is the sum of continuous
local martingale and continuous adapted process
of finite variation. Therefore, using Tanaka formula



between semi martingale and local time process,
the probabilistic property of amount of time that the
process spend in the vicinity of some state at time
“t” has been studied. Attempt has been made to
study multivariate parametric stochastic differential
equation growth models and to employ Extended
Kalman filter and Wavelet analysis approach
for nonparametric modelling and forecasting of
stochastic differential equation growth models.
Extended stochastic volatility model has been
considered to fit the bivariate time-series data under
continuous time framework. To this end, closed-
form expansion for the log-likelihood function of
irreducible multivariate diffusions sampled at discrete
time intervals are obtained. Further, the dimension of
associated stochastic differential equation of above
model has been increased by one to turn the time-
inhomogeneous diffusion into time-homogeneous
diffusion model.

Study of long memory and periodicities in
climate variables in different meteorological
subdivisions of India

The power spectral density (PSD) or the power
spectrum of a stationary random process has been
estimated based on procedures employing the fast
Fourier Transform (FFT) (Azad and Narasimha,
2008). For a discrete-time series x(t) with unit time
interval the spectral representation is a periodogram

. 2N\ i
o)~ 2 (e
N |t=0
oy =2nk/ N, Nis the frequency with is the sample

size and k=0, 1, ... ,N/2. The value of (o)
is a measure of the contribution to the “energy” of
x by the frequency o, . To test the significance of
the peaks obtained in the spectrum, a discrete finite
reference time series is necessary. The classical
statistical model for such a reference is the first-order
autoregressive (AR1) process. X(t) = a x(t —1) +&(t)

2
defined as where

whose normalized power spectral density function is

1-a? .
Po=—> ,wherek=0,1,...,N/2is
1+a“ —20cos(2nk / N)
the frequency index, t = 1, ... ,N denotes discrete

time in units of the sampling interval, X(0) may be
taken as 0, a is the lag-1 autocorrelation coefficient.

Wavelets based periodicities in rainfall in different
zones of India have been computed. Testing
periodicities in annual rainfall in different subdivisions
of India has been carried out using the algorithm
proposed by Araghi et al. (2014).In most of the zones
it has been found that there is existence of 2-4 years
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of periodicity in rainfall except in few where there is
periodicity of more than 4 years. The corresponding
R code has also been prepared. One R package
“WaveletANN” based on combination of Wavelet
and ANN has been developed for forecasting the
time series based on hybrid Wavelet-ANN model.

Creation of Policy and Strategy Cell (PSC)
at ICAR-NIAP for doubling farmers’ income
in India by 2021-22: Estimating farm income

and facilitating the implementation of
strategic framework
Monthly WPl of pulses namely Arhar, Gram,

Moong, Masur and Urad for the period January,
2005 to March, 2017 were collected from Office
of the Economic Adviser, Government of India.
Different statistical techniques namely testing
stationarity, concept of cointegration, testing for
rank of cointegration, vector error correction model
(VECM) and Granger causality testing have been
used for analyzing the data. Structural break in
mean and variance of Wholesale Price Index (WPI)
of onion was investigated and it was reported that
there are significant structural breaks in both mean
and variance of WPI of onion. GARCH model has
been applied for forecasting the volatility of onion
prices in major markets of India with seasonality as
exogenous variable. Price transmission and volatility
spill-over effects were studied in major selected
onion markets of India for assessing to what extent
major markets transmit shocks and volatility to
other markets. Vector auto-regression (VAR) and
multivariate generalized autoregressive conditional
heteroskedasticity (MGARCH, diagonal vector half
model) was used to study the price volatility spill-
over effects among markets based on weekly price
data collected for twelve major onion producers’ and
consumers’ markets selected on the basis of volume
of market arrivals of onion. These include Delhi,
Mumbai, Chennai and Kolkata as major consumers’
markets and Lasalgaon, Pimpalgaon, Pune and
Solapur markets in Maharashtra; Bengaluru market
in Karnataka; Indore market in Madhya Pradesh;
Patna in Bihar; Mahuva market in Gujarat, as major
producers’ markets. Pimpalgaon and Bengaluru
markets influence Indore, Lasalgaon, Mahuva
and Patna markets besides their own lagged
price changes. Delhi onion prices are influenced
by Lasalgaon with high magnitude followed by
Bengaluru and Solapur onion prices. There is
presence of high volatility persistence in markets;
own-volatility shocks are generally larger than the
cross-volatility shocks. Thus, market surveillance
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coupled with strong market intelligence needs to be
given due priority to control for any imperfections,
malpractices and providing the advance signals.

Modelling insect pests and diseases under
climate change and development of digital
tools for pest management

ARIMA as well as Wavelet-ARIMA models have
been applied for forecasting of Jassids and Thrips
infestation in Andhra Pradesh. The comparative
performance of the models was carried out in
terms of Root Mean Square Error (RMSE). Trend
in maximum temperature, minimum temperature
and rainfall in 23 locations covered under rice,
tomato, groundnut and pigeon pea have been
computed using both parametric and nonparametric
techniques. Clustering of homogenous regions
with respect to temperature and rainfall are being
carried out. The trend in rainfall and temperature
are also being investigated using parametric and
nonparametric approaches. Impact of climatic
variability on rice insect pests across six agroclimatic
zones in Kharif season was analyzed. Study of
scenario and weather based prediction of severity
of early blight (Alternaria solani Ell.&Mart) on tomato
for five Indian State locations viz., Rajendranagar
(Telangana, TS), Bengaluru (Karnataka, KA), Rahuri
(Maharashtra, MH), Raipur (Chhattisgarh, CG) and
Ludhiana (Punjab, PB) was made using support
vector regression (SVR) with its accuracy compared
with conventional multiple linear regression (MLR).
Early blight mean and maximum severity levels
were in the following order: — Bengaluru (KA)
>Rajendranagar (TS) >Rahuri (MH) > Raipur (CG)
> Ludhiana (PB).

Influence of weather variables on occurrence of
spiders across seven locations namely Anantapur
(AP), SK Nagar (GJ), Gulbarga (KA), Jabalpur
(MP), Rahuri (MH), Vamban (TN), Warangal (TS) was
investigated. The weather variables considered
were Maximum temperature (MaxT), Minimum
temperature (MinT), Relative humidity morning
(RHM), Relative humidity evening (RHE), Sunshine
hours (SS), Rainfall (RF), Number of rainy days
(RD) and Wind speed (WS). Preliminary analysis of
spider occurrence with weather variables at lag one
indicated significant and negative influence of MaxT,
MinT, RHM and SS at Anantapur (AP). For SK Nagar
(GJ), all the weather variables under consideration
except RF and WS were found to be significant with
the occurrence of spiders; amongst them only SS
had positive influence and all other variables were
having negative influences. At Gulbarga (KA), RHE
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had significant negative correlation with occurrence
of spiders whereas, MaxT, MinT, WS and RD all
had positive influences. All the weather variables
were found to be positively significant except RHM
and SS in determining occurrence of spiders at
Jabalpur (MP); RHM and SS had negative influence
in this location. At Rahuri (MH), WS was negatively
correlated with occurrence of spiders whereas,
MinT, RHM, RHE, RF and RD had positive influence.
MaxT, RF and WS had negative association
and MinT, RHE and SS had positive association
with occurrence of spiders at Vamban (TN). At
Warangal (TS), MaxT, MinT and RHM had positive
correlation whereas SS had negative correlation
with the occurrence of spiders.

Algorithm for combination of Wavelet-Regression
and Wavelet-ANN model was proposed in order
to forecast the time series observations. Using
MODWT, the time series data (Spiders occurrence)
has been decomposed using Haar wavelet filter.
The level of decomposition is chosen to be 5 in
order to visualize the local as well as global patterns
in the occurrence of spiders across the locations.
Comparative assessment of prediction performance
of different models namely Multiple Regression,
Wavelet-Regression and Wavelet-ANN models was
carried outin terms of root mean square error (RMSE)
and mean absolute percentage error (MAPE).
The result clearly indicated that the Wavelet-ANN
model outperformed the usual regression model as
well as Wavelet-Regression model. The accuracy
of prediction was in the following order:- Wavelet-
ANN>Wavelet-Regression>Multiple Regression.

Studying dynamics of market integration
and price transmission of agricultural
commodities

The study selected seventeen major markets of
wheat namely Delhi, Jammu, Amritsar, Ludhiana,
Lucknow, Dehradun, Raipur, Ahmedabad, Bhopal,
Mumbai, Jaipur, Patna, Bhubaneshwar, Bengaluru,
Thiruvananthapuram, Chennai, Hyderabad along
with the Maximum, Minimum and Modal prices of
wheat. Weekly data on retail and wholesale prices of
wheat of above markets for the period January, 2010
to May, 2018 were collected from the Department of
Consumer Affairs, Government of India. The study
used different statistical methods namely testing
stationarity, concept of cointegration, testing for
rank of cointegration, vector error correction model
(VECM), Granger causality testing and impulse
response function. These techniques allow one to
quantify the degree of interconnectedness between



the markets. For testing the stationarity of time
series data, the tests namely Augmented Dickey-
Fuller (ADF) and Phillips-Perron Unit Root test have
been applied. Threshold and Momentum Threshold
Models have been applied for testing asymmetric
cointegration among the markets. It was observed
that in Threshold Auto-Regression (TAR) model,
Asymmetric Cointegration is present in wholesale
and retail price of wheat in the markets namely
Ahmedabad, Bengaluru, Bhubaneswar, Hyderabad,
Patna Whereas in Momentum TAR (MTAR) model, it
is seen that Asymmetric Cointegration was present
in most of the markets.

As part of this project, Dr. Ranjit kumar Paul
underwent a training on “Advanced Methods for
Policy Analysis in the Area of Climate Change and
Crop Price Volatility” during 16" August-14"" October,
2018 at South Dakota State University, Brookings,
USA. The work done during this training is reported
subsequently. To model the conditional variance by
using univariate GARCH model, seasonal dummy
was incorporated in the variance equation but did not
result any significant improvement in case of onion
price data of major onion markets of India. After
fitting the VECM model, the residuals were extracted
and tested for possible presence of MGARCH
effect. It was observed that the MGARCH effect
was significant accordingly, the different variants
of MGARCH model were fitted. The spillover effect
was computed by fitting MGARCH model. Three
variants of MGARCH model namely BEKK, DCC
and CCC were fitted. It was also observed that the
GARCH terms were larger than the ARCH terms
indicating that the present conditional variance is
largely dependent on past conditional variance as
compared to past squared residuals.

Programme  3: Development of
Techniques for Planning and Execution
of Surveys and Statistical Applications of
GIS and Remote Sensing in Agricultural
Systems

Study to test the developed alternative
methodology for estimation of area and
production of horticultural crops: IASRI
Component of CHAMAN Programme under
MIDH

Our institute has been declared as National
Level Agency (NLA) under Mission for Integrated
Development of Horticulture (MIDH) for taking up
this project funded by Department of Agriculture,
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Cooperation and Farmers Welfare, Ministry of
Agriculture and Farmers Welfare, Govt. of India.
Testing and validation of the methodology for
estimation of area and production of horticultural
crops developed by ICAR-IASRI was carried out in
four states of the country namely Andhra Pradesh,
Tamil Nadu, Maharashtra and Himachal Pradesh (Fig.
3.17). The proposed sampling design adopted for the
survey is stratified multistage random sampling.

During the period under report, scrutiny of data
entered and data analysis were completed. Data
analysis for all the four states was carried out
using data analysis software developed under the
project. Output tables for all the four states were
prepared. Area and production estimates of fruits
and vegetables for all the districts surveyed of
all the four states were found to be reliable. Data
analysis for the non-surveyed districts of all the four
states under the study was carried out using various
modeling techniques namely Regression analysis,
ARIMA, ARIMAX, PCR and LASSO. Output tables
for non-surveyed districts for all the four states were
also prepared.

The key features of the developed methodology are:

® The alternative sampling methodology developed

by ICAR-IASRI during a previous study was
modified and domain estimation approach was
used in development of estimation procedure as
per the proposed sampling design.

This survey based methodology is scientific,
objective, feasible, cost effective and is capable
of providing district level estimates for all the
districts in the state along with estimates at state
and national level.

This methodology provides reliable estimates
of area and production for all major fruit and
vegetable crops at district level using common
sampling design based on an integrated survey.

Suitable models have been used for providing
estimates in the non-selected districts of the
state and therefore, survey is not required in
these districts.

In addition to the traditional method of data
collection, an attempt was made to use Computer
Assisted Personal Interviewing (CAPI), a survey
solution software for data collection developed
by World Bank. For this, an in-house server
for receiving the data directly from the field
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has been set up and configured at the institute
and schedules for data collection have been
designed using CAPI.

Around 365 Field Investigators (Fls) and State
officials have been trained in 6 states (Class
room as well as Field training of CCE for
horticultural crops).

This methodology was validated in six states
(including two states under separate studies) of
the country and expected to be implemented in all
the states of the country in future by Division of
Horticulture, Department of Agriculture, Cooperation
and Farmers Welfare, Ministry of Agriculture
and Farmers Welfare, Government of India. This
methodology will provide reliable district level

estimates of area and production of horticultural
crops for all the districts in the State along with
estimates at State and National level.

Fig. 3.17: Testing of developed methodology for horticultural
crop estimation at A.P.

An Investigation of Causes of Divergence
between Official and Trade Estimates of
Jute Production

This project is funded by Directorate of Economics &
Statistics (DES), Ministry of Agriculture and Farmers
Welfare (MoAFW), Govt. of India. The project aims
at finding out the causes of divergence between
official and JAB estimates of Jute production. Survey
(field data collection) relating to official estimates
was conducted in all the three states under study
namely West Bengal, Assam and Bihar and primary
data collection work was completed (Fig 3.18).
Supervision of data collection was carried out at
regular intervals. Scrutiny of filled-in schedules
was done during the field visits and necessary
guidance was provided to the state officials and
primary workers. Survey of the mills related to trade
methodology was conducted. Large, medium and
small mills were surveyed in West Bengal. The data
collected from the mills were analysed.
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Fig. 3.18: Survey of Jute mills in West Bengal

Integrated Sampling Methodology for Crop
Yield Estimation using Remote Sensing,
Field Surveys and Weather Parameters for
Crop Insurance

This project is funded by Department of Agriculture,
Cooperation and Farmers Welfare, Ministry of
Agriculture and Farmers Welfare, Govt. of India
under which an integrated methodology has been
developed in order to optimize the number of
Crop Cutting Experiments being conducted under
Pradhan Mantri Fasal Bima Yojna (PMFBY).

The crop identified under the study for Kharif 2018-
19 season was Cotton. The study was conducted
in Buldhana district of Maharastra State during
Kharif 2018-19 season. In Maharashtra, the CCEs
are conducted at Revenue Circle level only but for
the development of methodology, CCEs need to be
conducted at Gram Panchayat level. Therefore, a
request was made to the State officials to conduct
four CCEs in each Gram Panchayat of one taluka of
the district in order to do feasibility study. Schedules
for data collection were developed and handed over
to the agricultural department which in turn were
handed over to the enumerators for filling-in the data.
Supervision of data collection (conduct of CCEs on
Cotton) was also done.

Sentinel-2 remote sensing satellite data for Buldhana
district was obtained. The shape file of the district
with digitized village boundaries was obtained from
MNCFC, New Delhi. Ground truth data was collected
for Malkapur taluka. CCE data for Malkapur block as
well as rest of the 12 talukas of Buldhana district was
obtained and data entry was done.

During Rabi season, the study was conducted for
mustard in Murenadistrict of Madhya Pradesh and
wheat cropin Barabanki district of Uttar Pradesh.
Accordingly, training for Crop Cutting Experiments
was imparted to the primary workers, supervisors
and other higher officers of the district in Murena and
Barabanki. Preliminary data analysis for estimation of



yield of cotton crop for Malkapur taluka of Buldhana
district of Maharashtra State has been completed
and results were found to be encouraging.

Pilot Study for Developing State Level
Estimates of Crop Area and Production on
the Basis of Sample Sizes Recommended by
Professor Vaidyanathan Committee Report

This project is funded by DES, Ministry of Agriculture
and Farmers Welfare (MoAFW), Government of
India.The data collection work under the project
for all the 4700 villages spread across five states
namely Assam, Odisha, Uttar Pradesh, Karnataka
and Gujarat was completed and data was received
from all the states. To verify the data, several field
visits were made to the states. The scrutiny and
cleaning of data were completed and analysis of the
data has been done.

Robust and Efficient Small Area Estimation
Methods for Agricultural and Socio-
Economic Surveys and Their Application in
Indo-Gangetic Plain

Development of methodology for small area
estimation of survey weighted counts was carried
out. The empirical predictor under an area level
version of the generalized linear mixed model
(GLMM) is extensively used in small area estimation
(SAE) for counts. However, this approach does not
use the sampling weights or clustering information
that are essential for valid inference given the
informative samples produced by modern complex
survey designs. An innovative methodology for
SAE was developed that incorporates this sampling
information when estimating small area proportions
or counts under an area level version of the GLMM.
The approach was further extended under a spatial
dependent version of the GLMM to account for
spatial dependence between the small areas based
on a simultaneous auto regressive specification. The
mean squared error estimation as well as algorithms
for parameter estimation has also been developed.
The developed small area estimation method
is applied to estimate the extent of household
poverty in different districts of the rural part of the
State of Uttar Pradesh by linking data from the
2011-12 household consumer expenditure survey
collected by the National Sample Survey Office of
India, and the 2011 Population Census (Fig. 3.19).
Results from this application indicate a substantial
gain in precision for the new methods compared
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Fig. 3.19: District-wise distribution of rural poverty incidence in
the State of Uttar Pradesh generated by SAE method

to the direct survey estimates. The district level
estimates of rural poverty incidence produced using
the developed method will be useful for various
Departments and Ministries in Government of India
as well as international organizations for their policy
research and strategic planning. They will also be
useful for budget allocation and to target welfare
interventions by identifying the districts/regions
with high rural poverty incidence. This application
also provides evidence that SAE can be used as
cost effective and efficient approach for generating
reliable disaggregate level statistics from existing
survey data by combining auxiliary information
from different published sources with direct survey
estimates.

A novel and efficient methodology for SAE of
counts that assumes an area-level version of a
nonparametric generalized linear mixed model with
a mean structure defined using spatial splines has
been developed. The proposed method represents
an alternative to other SAE methods based
on area level spatial models that are designed
for both spatially stationary and spatially non-
stationary populations. An estimator for the MSE
of the proposed small area predictor as well as an
approach for testing the presence of spatial structure
in the data have also been developed and both the
proposed small area predictor and its MSE estimator
have been evaluated via simulation studies. An
application to poverty estimation using household
consumer expenditure survey data collected by
the national sample survey office of India has been
considered.
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A study on calibration estimators under
Adaptive Cluster Sampling

Adaptive Cluster Sampling (ACS) proposed by
Thompson (1990), is an efficient method for
sampling geographically rare and hidden clustered
population. Under this study, following the Calibration
Approach (Deville and Sarndal, 1992), sampling
methodology for obtaining calibration estimators of
population mean and ratio under ACS design has
been developed where the sampling units bearing
a characteristic of interest are sparsely scattered in
a geographically distributed population in unknown
manners. New sets of calibration weights were
obtained by minimizing the Chi-square distance
between calibration weights and design weights
of Horvitz-Thompson (1952) estimator under ACS
design using the method of Lagrange multiplier
subject to calibration constraints. The approximate
variance and the form of estimate of variance of the
proposed calibration estimator have been developed
using Sarndal et al. (1992).

Let, U={1,2 ,...,N} be the finite population under
consideration. Let Y be a variable defined on
the population U and taking real values as
Vi» ¥, .y Yy and X be a linearly related auxiliary
variable with real values X, X,, ..., Xy. Let us
assume, population total that x- Zx Zx is known,
where X¥-2% and K is the total number of distinct
networks in the population and A is defined as the
i" network. Let, the study variable Y; be observed
for all i €S, where s is the set all sampling units
obtained by ACS. The parameter to estimate was

the population mean of the character under study,

N
%Z . Using the well-known Calibration Approach

(Deville and Sarndal, 1992), attempt was made to
improve the Horvitz-Thompson estimator of the

1 .
W;diyi

, where Y is the sum of y values for i network i.e.

population mean under ACS i.e. VHT(AC) =

ZVJ, dI —]/72', are the design weights and

Jihi

The proposed calibration estimator of population

mean under ACS design is given by
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where, X = zxi = zxi" is assumed to be known and
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*
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Now, when qi=1, the proposed calibration

estimator simplifies to

Kk Zdlxl yl
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When qi=(xi) , the proposed calibration

(x > dx

CAL(AC)

estimator simplifies to

k
Zd y;

zd y| k _
Yeariac) = Zd y| +_ 2 [X zdIXIJ =X
Zdixi B ZdlxI
i=1
Again, the proposed calibration estimator of

population ratio under ACS design is given by

Kk
‘ 2 digury; .
Dy i [U Zd,u,j
i=1

Zi) iZled.tq.LJ.

RCAL(AC) =% = K o
ZW2| i k zd ql
=1 Sdz+

Zd Qv

Further, a simulation study was carried out in order
to study the statistical performance of the proposed
calibration estimators with respect to usual Horvitz
Thompson estimator under adaptive cluster
sampling design. A real dataset on the blue-winged
teal bird population given in the often cited Smith
et al. (1995) has been utilized for the simulation
study. In order to study the statistical performance
of proposed calibration estimators using the above
discussed real dataset, several auxiliary variables
that are highly correlated with study variable Y were
generated. Monte Carlo simulation was used to draw
samples from the enumerated populations. From
the study population, a total of 5000 independent
samples of above mentioned sizes using ACS
design has been selected. From each of these
samples, estimates of the proposed calibration
estimators of population mean under ACS as well as
Horvitz-Thompson estimator were calculated. The

i 500



proposed calibration estimators of the population
mean as well as ratio under ACS design were found
to be performing better than the Horvitz-Thompson
estimator (Thompson, 1990) with respect to percent
Relative Root Mean Square Error (%RRMSE). The
proposed calibration estimatgr of the population

=1ie. Year(ac)2
be the most efficient in estimation of the population

mean (Y ), since it gave least %RRMSE.

mean considering (; was found to

Two Step Calibration for Estimation of Finite
Population Total under Two-Stage Sampling
Design

For two-stage sampling design, efficient estimators
of population total have been developed using two
step calibration approach for the different situations
of availability of auxiliary information. In the first
situation, it is assumed that population aggregate
of auxiliary variable (x) is unavailable at the primary
stage unit (psu) level but it is available for additional
auxiliary variable (z). In the second situation, it is
assumed that information on auxiliary variable (x) is
unavailable at the second stage unit (ssu) level but it
is known for additional auxiliary variable (z) whereas
the last situation assumed that information on
auxiliary variable (x) is unavailable at both psu and
ssu levels, but it is available for additional auxiliary
variable (z). For each situation, the approximate
variance and the estimator of variance of the
proposed calibration estimator has been developed
using Taylor series linearization technique.

Assessment of post-harvest losses in fruits
and vegetables and strategies for their
reduction in Andaman and Nicobar Islands

This is an institute funded collaborative project with
ICAR-Central Islands Agricultural Research Institute
(ICAR-CIARI), Port Blair as the Lead Centre and
ICAR-IASRI as collaborative Institute. The study
is being conducted in three districts namely North
and Middle Andaman, South Andaman and Nicobar.
Technical guidance especially for primary data
collection by actual measurement for fruits and
vegetables for different channels were provided.
Primary data collection with regard to detailed
survey has been completed in all the three districts.
In addition, a survey was conducted on 58 families
at Calicut, Burmanalla, Chouldari, Wandoor,
Guptapara, Manglutan, Ograbraj, Hampfregunj,
Memio and Chidiyatapu to reveal the consumption
pattern and level of post-harvest losses. The
focus was on food losses at the consumer level
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(other than losses of the inedible share of food,
such as pine apple core, mango peel, vegetables
peels etc). Questionnaires were designed which
includes frequency of purchasing (daily/weekly),
food preparation practices at home, at home food
consumption practices and away from home.

Construction of Composite Index under
Complex Surveys

Under this study, construction of composite index
has been initiated using survey weights and
auxiliary information which excludes the effect
of multicollinearity and incorporates the survey
information. The 68th round NSSO data has been
acquired and extracted. Bias corrected unweighted
regression estimator for population variance
covariance matrix has been obtained.

Integrated Sample Survey Solution for major
Livestock Products

This project is funded by Animal Husbandry Statistics
Division, Department of Animal Husbandry, Dairying
& Fisheries, Ministry of Agriculture and Farmers
Welfare, Government of India. The main objective
of the project is to develop an online system for
providing end to end solution for obtaining estimates
of major livestock products i.e. milk, meat, egg
and wool. It also includes creation and updation of
spatial databases related to livestock and creation
of thematic maps at state/district level for all the
commodities i.e. milk, egg, meat and wool.

Energy audit survey of AICRP on energy
in agriculture and agro-based industries:
Sampling design and analysis

ICAR-All India Coordinated Research Project
(AICRP) on “Energy in Agriculture & Agro-based
Industries” (ICAR-AICRP on EAAI) is updating
the energy audit manual for carrying out energy
auditing in production agriculture system and agro-
processing (“‘Energy Management in Agriculture”
component). The updating is also required for
sampling methodology and data analysis to be
carried out by all cooperating centres of the AICRP
scheme. Tamil Nadu Agricultural University (TNAU),
Coimbatore cooperating centre of ICAR-AICRP on
EAAI is coordinating this activity. Our institute is
collaborating with ICAR-AICRP on EAAI in sampling
design and analysis component. For energy audit
survey of sugarcane crop in Tamil Nadu, suitable
sampling design including sample size has been
finalized. Schedules and instruction manual have
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also been developed. Usine these, collection of
energy audit survey data in the state of Tamil Nadu
by the TNAU, Coimbatore has been initiated.

Programme 4. Development of
Statistical Techniques for Genetics/
Computational Biology and Applications
of  Bioinformatics in  Agricultural
Research

A study on sequence encoding based
approaches for splice site prediction in
agricultural species

Performances of eight different sequence encoding
schemes i.e., Bayes kernel, density and sparse
(DS), distribution of tri-nucleotide and 1t order
Markov model (DM), frequency difference distance
measure (FDDM), paired-nucleotide frequency
difference between true and false sites (FDTF), 1¢
order Markov model (MM1), combination of both 1t
and 2" order Markov model (MM1+MM2) and 2™
order Markov model (MM2) have been evaluated
in respect of predicting donor and acceptor splice
sites using five supervised learning methods (ANN,
Bagging, Boosting, random forest and SVM). The
encoding schemes and machine learning methods
were first evaluated in four species i.e., A. thaliana,
C. elegans, D. melanogaster and H. sapiens, and
then performances were validated with another
four species i.e., Ciona intestinalis, Dictyostelium
discoideum, Phaeodactylum tricornutum and
Trypanosoma brucei. In terms of ROC (receiver-
operating- characteristics) and PR (precision-recall)
curves, FDTF encoding approach achieved higher
accuracy followed by either MM2 or FDDM. Further,
SVM was found to achieve higher accuracy (in
terms of ROC and PR curves) followed by random
forest across encoding schemes and species. In
terms of prediction accuracy across species, the
SVM-FDTF combination was optimum than other
combinations of classifiers and encoding schemes.
Besides, we have also assessed the effect of
structural features on the accuracy of computational
splice site prediction in A. thaliana. Improvement in
accuracy was observed (for longer sequence motifs)
after including structural features as compared
to the prediction with sequence-based features
alone. Furthermore, improvement was higher
while nucleotide dependencies were accounted
in sequence-derived features. However, no such
improvement was noticed for the dataset with short
sequence motifs irrespective of the sequence-
derived features utilized. This is the first report as
far as computational splice site identification using

38

machine learning method coupled with structural
and sequence-derived features is concerned.
Based on the proposed association measure, an
R-package rrDNA (https://cran.r-project.org/web/
packages/corrDNA/index.html) has also been
developed and uploaded in R website. The R-codes
were developed for all these sequence encoding
approaches discussed above. Besides, the codes
were also developed to run this program in batch
mode.

Gene selection for classification of crop
gene expression data

Selection of informative genes from high
dimensional gene expression data has emerged
as an important research area in genomics.
Thus, a statistical approach, i.e. Boot-MRMR,
based on a composite measure of maximum
relevance and minimum redundancy, which is
both statistically sound and biologically relevant
for informative gene selection has been proposed.
For comparative evaluation of the proposed
approach, two biological sufficient criteria, i.e. Gene
Set Enrichment with QTL (GSEQ) and biological
similarity score based on Gene Ontology (GO)
have been developed. Further, a systematic and
rigorous evaluation of the proposed technique
with 12 existing gene selection techniques was
carried out using five gene expression datasets.
This evaluation was based on a broad spectrum of
statistically sound (e.g. subject classification) and
biological relevant (based on QTL and GO) criteria
under a multiple criteria decision-making framework.
The performance analysis showed that the proposed
technique selects informative genes which are more
biologically relevant. The proposed technique was
also found to be quite competitive with the existing
techniques with respect to subject classification and
computational time. The results also showed that
under the multiple criteria decision-making setup,
the proposed technique is best for informative gene
selection over the available alternatives.

In plant biology and breeding, analysis of gene
sets with trait specific Quantitative Trait Loci (QTL)
data are considered as great source for biological
knowledge discovery. Therefore, an innovative
statistical approach called Gene Set Analysis with
QTLs (GSAQ) for interpreting gene expression data
in context of gene sets with traits has been proposed.
The utility of GSAQ was studied on five different
complex abiotic and biotic stress scenarios in rice,
which yields specific trait/stress enriched gene sets.
Further, the GSAQ approach was more innovative
and effective in performing gene set analysis with



underlying QTLs and identifying QTL candidate
genes than the existing approach. The GSAQ
approach provides a valuable platform for integrating
the gene expression data with genetically rich QTL
data. Moreover, the proposed GSAQ approach can
also be used for other expression data analysis like
RNA-seq data analysis, if the reference genome is
well annotated.

value
equation

Estimation of breeding
generalized estimation
Bayesian approach

using
and

Empirical work has been carried out on using
different distribution of link function and different
covariance structure using the mixed model. Data
were collected on Chokla sheep maintained at
the ICAR-Central Sheep and Wool Research
Institute(CSWRI), Avikanagar, Rajasthan, India,
under the AICRP on Sheep Improvement over a
period of 21 years(1980-2000).The data includes
records of 2030 lambs sired by 150 rams and out
of 616 dams and born between 1980 and 2000. The
traits analyzed were birth weight, weaning weight
and post weaning weights at 6,9 and 12 months
of age .Posterior heritability mean estimates of
variances of random effect and error and deviance
information criterion values were calculated using
different values of variances of random effect and
error. Work is going on using different distributions
of link function and different covariance structure
using the mixed model. Bayesian analysis was done
and posterior for the heritability h?was calculated.
Different distribution of link functions were assumed,
work is going on using the link function Logit i.e. Log
[ w/(1- p)] and also different covariance structures
were assumed. Bayesian analysis was done using
INLA model and posterior for the heritability h® has
been calculated.

A dataset collected and studied by Liu et al.(2019)
has been utilized in our present study. 276 entries
of RIL population were derived from the cross
between SYN-D x Weebill 1. SYN-D has dark green
broad leaves without wax which is synthetic derived
hexaploid wheat. Randomized lattice design was
used to study the whole design with two replications
under four environments. The four environments
considered here are (i) drought (2009-2010, D10)
(ii) heat (2009-2010, H10) (iii) heat + drought (2011-
2012 HD12) and (iv) heat + drought (2012-2013,
HD13). Drought stress (D) was applied by normal
planting (late November) with significantly reduced
irrigation (total water supply < 200 mm); heat stress
(H) was applied by late sowing (late February) with
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supplementary irrigation (total water supply > 700
mm) to avoid the effect of drought; the combined
stress (H+D) was applied by delayed planting date
(late February) with reduced irrigation (total water
supply < 200 mm). The traits under the study are
mainly Grain yield m2 (YLD), Thousand grain
weight(TGW), Grain number m?(GM), Days to
heading (DTH), Days to anthesis (DTA), Days to
maturity (DTM) and Plant height (PH). The dataset
was analyzed using Bayesian Mixed model. The
estimated heritability of the six characters for the first
environment have been calculated and presented
(Table 3.3).

Table 3.3: Different characters along with their

heritability

Traits Heritability
Yield 0.52
TGW 0.62
GM2 0.64
DTA 0.48
DTM 0.60
PH 0.56

A study on detection and interpretation of
expression quantitative trait loci (eQTL)
mapping

Barley data was collected from public domain (NCBI
and EBI). The dataset collected is described as
follows: Expression level of markers is collected for
quantitative resistance tothe barley leafrustpathogen
P. hordei in the St/Mx population. Agilent barley
custom microarray was used to assess transcript
abundance in 139 DH lines of the St/Mx population
challenged with P. hordei having 4286 SNPs and
595754 expressions. Initially, the collected dataset
was analyzed using linear model by considering
genotypes as binary. P-values were adjusted using
FDR (False Discovery Rates). eQTL association at
1% FDR has been considered. Analysis has been
initiated assuming a regression equation of gene
expression measurement and using Bayesian
paradigm where Beta distribution is considered as
a prior distribution. iBMQ (An Integrated Hierarchical
Bayesian Model for Multivariate eQTL Mapping)
model has been applied and Posterior Probability
of Association (PPA) calculated. The dataset has
also been analyzed using R-qtl package to calculate
eQTL genotype probabilities. LOD (Likelihood
Odd Ratio) has been calculated. Finally, LOD was
compared with the threshold value and eQTLs were
considered.
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Study on robust estimation of heritability

The random effect model for the one-way
classification is-
Vij = H+o; +el~j i=1,2,...,.a; j=1,2,...,n.

where, Vj; is the observed value of the i" class, p is
the general mean, ¢; is the effect due to i"sire, ¢; is
the residual error.

Under the normality assumptions

2

=0¢,

E{e)=0. Eloy)=0, £{ef |
E(O{ZQ’UJ :agla Cov(al',aiv)?& 0 Vi#1,

Suppose that sires are independent but within sires,
progenies are correlated. Further, assume that the
correlated errors follow AR(1) i.e.

e, = pe,(j~1)+n,.n, = random error
components,

(72
where | p |<1,Var(77ij)= " “— and

n, ~ IIDN(0,1) for j>1.

Generating ¢; using the above equation, we can
generate the correlated observations y,.j's by
using the following modified simulation model:
Yy =M+ 0Oa;+0.e, Notations have the same
meaning as defined above, and e,.j's are the values
generated from above equation.

Sire and error components were generated following
different combinations of distributions i.e. Normal,
Beta, Cauchy and t-distribution with different
heritability values and estimates of heritability and
Root Mean Square Error (RMSE) values obtained by
four different methods i.e. ANOVA, ML,REML and
MIVQUE methods with different parametric values
of heritability. From the results, it has been noticed
that when correlation values were increased from
negative to zero, the RMSE values decrease. If the
same were increased from zero to higher values i,e.
nearer to +1, it has been noticed that RMSE values
increased for all the combinations of distribution.
Development of theoretical expression for the
estimate of heritability for correlated error in case of
observation of same dam has been initiated.
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Statistical approach for genome-wide
association studies and genomic selection
for multiple traits in structured plant and
animal population

Genotypic and phenotypic data pertaining to five
different crop species has been collected from public
domain. Six different data sets (2 Wheat datasets,
3 Maize datasets and 1 Barley dataset) were
prepared after collecting them from the publically
available literature. R-codes for genomic prediction
using G-BLUP and EG-BLUP are being evaluated
for single trait genomic prediction in different
plant species. Kernel averaging techniques were
employed for genomic prediction in a wheat dataset
consisting of 599 genotypes and 1479 Dart markers.
This technique is seen to be giving more accuracy
than different Bayesian approaches such as BayesA,
BayesB, BayesC, Bayesian LASSO and Bayesian
ridge regression. This analysis is performed in
a cross-validation mode. The methods BayesA,
BayesB, BayesC, Bayesian LASSO (BL) and
Bayesian Ridge Regression (BRR) were employed
for genomic prediction in Wheat dataset that
comprises 599 genotypes and 1479 DArT markers.
The trait of interest is yield in four mega environment
i.e., Env-1, Env-2, Env-3 and Env-4. Prediction was
made following 10-fold cross validation techniques.
It can be seen that BRR achieved highest accuracy
in three environments, whereas BL performed better
than the others in the third environment. Further, it
was observed that genomic prediction accuracies
are higher for the first environment and lower for the
third environment.

Network project on computational biology
and agricultural bioinformatics under two
subprojects - Sub-project-1: Exploring the
epigenetic control of heat stress responses
in wheat for characterizing the regulatory
networks associated with thermo-tolerance

Construction of Gene Regulatory Network (GRN)
of heat responsive genes using Weighted Gene
Co-expression Network Analysis (WGCNA) and
identification of hub genes in subnetworks has
been done. Heat stress is one of the most alarming
threats that global warming is bringing with time. It
already has started to reflect its impact in the form
of decreased crop yield. A functional understanding
of the various genes involved in the heat stress is
required with the ultimate aim to secure global food
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Fig. 3.20: Network constructed for HD2967 figure (a) and BT-
Schomburgk figure (b).

security. In order to identify the genes and their
interactions under heat stress, network analysis
could provide a way forward. In this study, two
contrasting varieties related to heat tolerance
(HD2967) and heat susceptible (BT-Schomburgk)
of wheat have been considered for generating gene
expression data (Fig. 3.20).

WGCNA has been used and genes along with their
relationships have been identified. Various modules
in the network were delineated, which in turn
facilitated identification of hub genes. These results
may provide postulates for experimenters involved
in the development of new heat stress resistant
cultivars to mitigate the ill effects of global warming.

Network project on computational biology
and agricultural bioinformatics under two
subprojects - Sub-project-2: Studying
drought-responsive genes in subtropical
maize germplasm and their utility in
development of tolerant maize hybrids

A series of experiments involving whole genome
re-sequencing, transcriptome and methylome were
conducted in a sub-tropical genotype HKI1105 under
drought stress condition to understand the regulation
of drought tolerant genes at different functional level.
The HKI1105 was re-sequenced at whole genome
level and assembled by keeping B73 genome as
reference genome. The drought stress genes and
transcription factors were mapped on the HKI1105
genome. The RNASeq assay of the control and
drought stressed root and shoot samples revealed
differentially expressed genes operating in various
stress pathways. In addition, work has been carried
outon dirigent proteins in maize. The dirigent proteins
are members of a class of proteins which dictate
the stereochemistry of a compound synthesized
by other enzymes. The first dirigent protein was
discovered in Forsythia intermedia and recently,
a second, enantiocomplementary dirigent protein
was identified in Arabidopsis thaliana, which directs
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enantioselective synthesis of (-)-pinoresinol. In order
to find out the orthologues, this protein (PF03018)
was searched in Gramene and NCBI databases
against the maize genome. A total of 67 hits were
found on different chromosomes of maize and the
same were ordered on the chromosomes.

RiceMetaSys: Understanding rice gene
network for abiotic and biotic stress through
system biology approach

A comprehensive database called “RiceMetaSysB”
of rice blast and bacterial leaf blight (BB) disease
responsive genes in rice has been developed which
is available at http://14.139.229.201/ricemetasysb/
blast/ssr.html (Fig. 3.21). This database provides
facility to the users such as retrieval of candidate
genes using different search options like genotypes,
tissue, and developmental stage of the host, strain,
hours/days post-inoculation, physical position
and SSR marker information. Search options like
‘common genes among Vvarieties’ and ‘strains’
have been enabled to identify robust candidate
genes. RiceMetaSysB can play an important role in
providing robust candidate genes for rice blast and
BB. This database has been developed using state-
of-the-art information and communication technology
based open source software. This database will
help to accelerate the molecular breeding program
for developing variety resistant to rice blast and BB
diseases to meet the future needs of the country.
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Fig. 3.21: Homepage of RiceMetaSysB (Biotic Stress)

Also, construction of GRN of cytokinin responsive
genes and identification of hub genes in subnetworks
have been done. Rice is an important staple food
grain consumed by most of the population around
the world. With climate and environmental changes,
rice has undergone tremendous stress state
which leads to impact the crop production and
productivity. Plant growth hormones are essential
component that controls the overall outcome of
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growth and development of the plant. Cytokinin
hormone plays an important role in plant immunity
and defense system which is mediated by multi-step
two components phosphorelay system that have
different roles in various developmental stages. In
this study, weighted gene co-expression network
analysis (WGCNA) method has been used to identify
the functional modules and hub genes involved in
cytokinin pathway based on gene expression data
related to cytokinin experiment. Nine functional
modules comprised with different hub genes of each
module that contributes to the cytokinin signaling
route have been identified. Gene regulatory network
of selected genes responsive to cytokinin has been
constructed (Fig. 3.22).
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Fig. 3.22: Network heatmap plot of selected genes responsive to

cytokinin
Computational approach for genomic
resource improvement and precision

phenotyping of less explored yield traits in
wheat

Development of model web-server for crop variety
identification using throughput SNP genotyping data
has been done. The world’s first of its kind model
web server for crop variety identification using
>350 Indian wheat varieties and Axiom 35K SNP
chip data has been developed. Standard filtering
and linkage disequilibrium approach were used to
develop varietal signature in Linux using HTML,
Java, PHP and MySQL with provision of QR code
generator to facilitate bar-coding. Phylogenetic tree
constructed by selected SNPs confirmed six major
trait based clusters of varieties and their pedigree.
Our user friendly server based tool, VISTa (Variety
Identification System of Triticum aestivum) (http://
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webtom.cabgrid.res.in/vista) (Fig. 3.23) can be
used in DUS testing having dispute resolution of
sovereignty and access benefit sharing (ABS)
issues. This model approach can be used in other
crops with pan-global level management of crop
germplasm in endeavour of crop productivity.
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Fig 3.23: Homepage of VISTa (Variety Identification System for
Triticum aestivum)

For most convenient remote location use, a mobile
App has also been developed (Fig. 3.24). It is
available at:https://play.google.com/store/apps/
details?id=incabin.res.cabgrid.vistaapp1

VISTa-Wheat
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Fig. 3.24: Mobile application screenshot of VISTa (Variety
Identification System for Triticum aestivum)



Uncovering genomic regions associated with 36
agro-morphological traits in Indian spring wheat
using GWAS was also done. GWAS studies were
carried out using Breeders’ 35K Axiom Array and
diverse panel of 404 genotypes of study meet spring
wheat. Phenotypic records of 36 agro-morphological
traits were used to discover candidate genes
associated with it. A total of 147 SNPs (-log10 P =
4; (Fig. 3.25) were found associated with 23 traits
explaining 3.7-47.0% phenotypic variations. To reveal
this a subset of 260 genotypes was characterized
phenotypically for six quantitative traits under five
environments. Gene annotations mined ~44 putative
candidate genes which were firmed up using tissue
and stage specific gene expression data from RNA
Sequence. Strong co-localized locus for four traits
(glume pubescence, spike length, plant height and
awn color) were observed on chromosome 1B
(24.64 cM) annotated six putative candidate genes.
This approach can be very promising for wheat
cultivar improvement as favorable alleles identified
could be introgressed into elite germplasm for better
productivity.

Lt - bglnn

Fig. 3.25: Figure. Categories of phenol coloration viz. absent,
weak, medium, strong, and very strong are shown. These
variations in coloration are based on the phenol oxidase activity
present in the seed coat. Manhattan plot and Q—Q plot for the trait
of grain coloration with phenol (Grn_Ph) as observed in the study.

Computational
approaches for

and experimental biology
delineation of selected

secondary metabolite pathways and
antimicrobial peptides (AMPs) in major
spices

In order to delineate the terpanoid pathways
synthesiszing 1, 8 cineol in small cardamom, three
similar 1, 8 cineol synthase genes obtained from leaf
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transcriptome data were used. RNA isolated from
capsules of small cardamom and large cardamom
were sequenced to obtain all major terpene synthase
genes in both the plants.

In order to delineate genes for alpha phellandrine in
black pepper, all the key genes encoding in terpenoid
backbone pathway (MEP and MVA pathways), were
identified from black pepper transcriptome.Twelve
terpene synthase genes were identified  having
similarity to Alpha-phellandrene synthase, Beta-
pinene synthase, Alpha-pinene synthase, Myrcene
synthase etc.

In order to delineate rotundone synthesis pathway
controlling the key aroma in black pepper, similarity
search was used to obtain two key candidate genes
viz., alpha-guaiene synthesis and guaiene 2-oxidase
which are involved in the oxidation of alpha-guaiene
to form rotundone. Quantification of piperamides
alkaloids, Piper longuminine and piperine in four
Piper species were done. Piper longumine was
detected only in P. longum and P. sarmentosum
which are closely related species. Data mining for the
prediction of genes for piperamide biosynthesis in P.
nigrum was completed. Ten enzymes of this pathway
were identified. Six genes involved in tropane,
piperidine and pyridine alkaloid biosynthesis were
identified. Eighteen Phenylpropanoid biosynthesis
related genes were also identified from black pepper.

Genomic data analysis to elucidate the
regulatory network and candidate genes
underlying cytoplasmic male sterility in
pigeonpea

Identification miRNA from small RNA libraries of
isogenic male fertile and sterile lines has been
done. To identify miRNA, RNA was extracted from
unopened flower buds of isogenic lines UPAS 120 A
and UPAS 120B. Small RNA libraries were prepared
using illumina TruSeq Small RNA Prep kit from 1 ug
of total RNA (Table 3.4; Fig. 3.26; Table 3.5). The
libraries were sequenced using 1x50bp chemistry
to generate 1 GB data per sample. Data was
generated in three replications with lllumina platform
using 1x50bp chemistry. This work was done in
collaboration with ICAR-IIPR, Kanpur.
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Table 3.4: Statistics of data filtered at each filtration step

Sample Raw reads  Cutadap filter (17-25)
UPAS120A_R1 41490235 9494592
UPAS120A_R2 10457091 3083749
UPAS120A_R3 56754208 13198219
UPAS120B_R1 13729661 2668999
UPAS120B_R2 25222818 7897385
UPAS120B_R3 90761697 21150824

Rfam filter mRNA filter Map to genome
4060683 3520314 2156913
2470012 2377587 518639
5571871 4635989 2696176
1454682 1327207 610126
5067197 4666647 2186455
11641230 10135907 6141555
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Y

Fig. 3.26: Distribution of sequence length

Table 3.5: Differentially expressed miRNA

Known miRNA Novel
miRNA
Significant difference in 25 94
expression
Number of Upregulated 16 44
Number of 50
Downregulated
Deciphering genetic variation in the

carbohydrate metabolism of farmed rohu
families

Liver specific microRNAs were identified in farmed
carp (Labeo bata) fed with starch diet. Filtered reads
were aligned and mapped against the reference
genome of Common carp, Cyprinus carpio and
the standard protocol of miRNA identification was
applied. Mature miRNAs sequences were identified
by comparing the deposited database of miRBase
using the miRCat tool. A total of 145 novel and 32
conserved microRNAs associated with carbohydrate
metabolic pathway were identified. The differential
analysis and functional level enrichment studies
were also done which revealed the crucial role of
microRNAs during modulation of metabolic genes
and pathways (Fig. 3.27 & 3.28).

44

T

A

it

ST E T

A

era
{ ==

it

EEEEE

(- aad
{
=
"
=
e
e
o=
e
.
(=
[
o
i
{
L

L =]
(e caqe
[ g GG

Fig. 3.27: Heat map depicting the differentially expressed
miRNAs expression patterns.
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Fig. 3.28: Functional enrichment of differentially expressed novel
miRNA target genes.

Investigations on pathogenic
microorganisms of shrimp aquaculture
using metagenomic and other bioinformatic
approaches

Various biotic, abiotic and management factors
cause stunted growth in shrimp aquaculture;
metagenomics is useful in understanding the
microbial profile environment. Shotgun metagenomic
samples of diseased and normal conditions were
analyzed and it was observed that diversity of the



microbiota is more in normal samples. Presence
of microbes related to decomposition, biological
cleanup and hydrocarbon degradation, algal bloom
indicate poor pond management in disease sample.
Some probiotic bacteria are abundant in normal
samples. Further, study needs to be continued with
more samples of gut microbiome has been initiated.

Identification of defense genes/QTLs
associated with stripe rust resistance in
wheat

The raw files generated from lllumina Hiseq
2500/4000 platform technology for 46S119
pathotype of wheat plant resistance to Stripe Rust at
the seedling stage for a time course of 12 hrs and
48 hrs (dpi) (total of 8 samples with 2 replicates
each) were checked for quality reads using FastQC.
FastQC is a tool specialized for checking of quality of
reads, adapter contamination, amount of repetitive
sequences etc. Removal of lllumina adapters
(AGATCGGAAGAGQ) if present, trimming the reads
at 3’ end is essential to get only the quality trimmed
reads. This purpose was served by trim galore
(version 0.4.5), using default parameters for paired
end reads to automate quality and adapter trimming
as well as quality control. The quality trimmed reads
for the 8 samples (2 replicates) for PBW343 were
used for assembling the transcriptome using de-novo
strategy of Trinity (version 2.4.0). Similarly, it was
done for FLW29 having 8 samples in 2 replicates.
Trinity uses 3 modules: chrysalis, Inchworm and
butterfly to assemble the transcriptome. The
transcriptome may contain redundant sequences,
so a clustering was done with 90% similarity as cut-
off using CD-HIT to get non redundant sequences.
Thus the final de novo assembled transcriptomes
have been obtained.

Computational biology approach for
deciphering transcriptome and proteomic
changesinrice-microbial interaction system

As a part of continued work of metagenomic and
metatranscriptomic data analysis on 25 datasets
of wheat rhizosphere metatranscriptome from
John Innes Centre (analysis work only), a number
of dominant bacterial communities, majorly
characterized Proteobacteria and Actinobacteria
were characterized at the domain, class, phylum,
order and genera level. Annotation at the level of
species richness (both abundance and count) has
led to show the abundance of various communities
including those of proteobacteria (max.) and
probacteria (min.) alongwith archea, actinobacteria,
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Tamanomic distribstion af wheat rhizosphers metagencmes
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Fig. 3.29: Taxonomic distribution summary of the community
richness and abundance along with the characterized functions
in wheat rhizosphere metagenome

cyanobacteria, acidobacteria etc. Overall, 178
taxonomic classes have been identified. While
annotating community functions, major functions
linked with the cellular processes, signaling,
information storage and processing, metabolism
and stress responses etc. have been reported
(Fig. 3.29). Apart from this, the common cellular
functions were also identified and characterized
in the metagenomes of the wheat rhizosphere.
Our comparative results showed that nitrogen
metabolism, pathways for the stress responses and
metabolism of aromatic compounds were among the
most dominant and prevalent functions identified.

Structural and functional genomics of potato
and its pest/ pathogen using bioinformatics
approaches

Water is an important input in potato cultivation and
water stress has been found to be an important
abiotic stress limiting its productivity and adaptability.
In order to have broader picture of the effect of
differential water application, two potato cultivars
differing in their drought tolerance and water use
efficiency were used at three different water levels
viz: 100% Field Capacity (FC) (ii) 50 % FC and (iii)
25 % FC. Leaf and root samples from these plants
were taken at different developmental stages and
pooled separately for each treatment and cultivar.
The harvested samples were used for comparative
transcriptome analysis. Besides, two cultivars,
namely, Kufri Jyoti (susceptible) and JEX-A/267
(tolerant) were considered for understanding the
resistance mechanism of Globodera rostochiensis
(Potato Cyst Nematode - PCN). Root tissues were
processed for total RNA isolation. The sequenced
raw data was processed to obtain high quality,
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clean reads using Trimmomatic v0.35. Further, the
libraries were assembled, and the differential gene
expression was calculated in terms of RPKM - Reads
per Kilo base of transcript per Million mapped reads.
RNA Seq analysis of samples with 10 days of PCN
inoculation revealed up-regulation of 299 genes in
JEXA/267, which includes genes responsible for
secondary metabolites production, auxin transport,
PR1 protein, R3a protein, members of the NBS-
LRR class of plant disease resistance (R) genes,
cytochrome P450 hydroxylase, UDPxylose phenolic
glycosyltransferase, flavanone 3 beta-hydroxylase
and disease resistance protein Gpa2, suggesting a
functional role and potential involvement in defense
response. In addition, genome sequence data of
somatic hybrid (P8), wild parent (S. pinnatisectum)
and hybrid progenies (MSH/14-112) were generated
to analyze genomic variations and chromosomal
rearrangements in somatic hybrid and its parents &
progenies.

Computational and analytical solutions for
high-throughput biological data

This project is funded under ICAR Consortium
Research Platform on Genomics with ICAR-NBFGR
as lead centre and ICAR-IASRI as one of the
partner centres. The SNP genotyping data of 1762
swamp buffaloes for three traits: fat, protein and
milk yield from NBAGR, Karnal has been received.
The genome-wide association study (GWAS) was
performed on GBS data using SUPER (Settlement of
MLM Under Progressively Exclusive Relationship),
MLMM (multi-locus mixed model), FarmCPU (Fixed
and random model Circulating Probability Unification)
and Bayesian models along with the MLM available
in GAPIT. The SNPs identified using above five
models were further filtered at p-value threshold
of <10-5 and a total of 143, 47 and 43 SNPs were
found to be associated with protein, fat and milk
yield traits respectively from all the five models.
The functional annotation of the identified SNPs is
also being studied. Besides, Genomic selection was
performed on the GBS dataset with phenotypic traits:
protein, fat and milkyield. Prediction accuracies of
four genomic selection models (rrfBLUP, gBLUP,
cBLUP and sBLUP) were assessed for the above
mentioned traits. While comparing the prediction
accuracies among the models, cBLUP and gBLUP
performed equally well on protein trait whereas
sBLUP outperformed on milkyield and fat traits.
Other genomic selection models like BayesA,
BayesB and BayesC etc. are being tried. The short
and long read sequences of Indian goat have also
been received from NBAGR, Karnal. The de-novo
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sequence assembly was carried out by ABySS and
SOAPdenovo2 at different k-mer lengths (25-51
with step size of 4). The optimal assembly using
ABySS was attained at K-mer of 49 which resulted in
12,578,737 scaffolds with N50 of 1779 bp whereas
using SOAPdenovo2; we attained optimal assembly
at K-mer of 41 with N50 of 1884 and 3,042,571
scaffolds. The assembly of PacBio long reads was
performed using Canu assembler.

Phenomics of Moisture Deficit Stress
Tolerance and Nitrogen Use Efficiency in
Rice and Wheat — Phase Il

High throughput Phenomics-Data Analysis Platform
(HtP-DAP) has been designed and developed
(Fig. 3.30) to support the analysis of large-scale
image data sets of crop plants captured by different
camera systems. It aims to bridge the gaps by
integrating different approaches to data analysis
and data mining. Software has been designed in
modular fashion and following module has been
incorporated for post-processing/analysis of image
data: a) Project Management module: Creation and
management of projects and management of large
scale project specific data;b) Pre-processing module:
Altogether six steps has been included in this module
for cleaning and filtering of data. Following data
operations has been integrated- Addition, Deletion,
removal of null/blank values, Normalization, outliers
detection and finally imputation of missing values; c)
Statistical Analysis module: variable selection using
variance inflation factors and other feature selection
methods, SVM, Clustering, ANOVA, Self-organizing
map, Principal component analysis etc.; d) Genetic
analysis module: Heritability analysis, linkage map
construction, QTL mapping etc.;e) Visualization:
Heatmap plot, Growth Modeling (linear, exponential,
monomolecular, logistic, Gompertz) curves and f)
Report generation Module.
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Fig. 3.30: Few Screen shots of the interface of the software
HtP-DAP

In addition, phenotyping of 150+33 important Wheat
cultivars under drought stress has been done.
Images of total 150+33 wheat mini core cultivars
with three replication under drought stress and
control were received from Phenomics facility of
ICAR-IARI, New Delhi. Three types of Camera
(image angles) viz., Visual (4 angles), NIR (2 angles)
were & IR (2 angles) used for collecting data at 11
phases covering growth period of wheat during
January to March 2017. Re-analysis were carried
out again with inclusion of 33 more wheat cultivars to
classify the wheat varieties into different groups with
respect to drought stress: data cleaning and pre-
processing, variable selection, SVM classification,
K-mean clustering, hierarchical clustering, PCA and
Estimation of heritability, repeatability and genetic
correlation (Table 3.5; Fig. 3.31).
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Table 3.5: Classification accuracy between
drought vs control treatment based on selected
image traits by using SVM

Time Points Dimentions Accuracy (%)

1 - -
2 1021 x 116 90.44
3 1097 x 109 78.53
4 1098 x 110 96.81
5 953 x 112 97.37
6 1097 x 114 92.46
7 1098 x 113 98.86
8 1044 x 115 95.20
9 1098 x 114 95.44
10 1034 x 125 98.78
11 614 x 125 88.97
12 297 x 89 80.50

Overall 92.12
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Fig. 3.31: Estimates of average Heritability and repeatability of
the selected image traits of 183 wheat mini core.

Creating a fully characterized genetic
resource pipeline for mustard improvement
programme in India

This project is funded by National Agricultural
Science Fund, ICAR, New Delhi with the PAU-
Ludhiana being the lead centre and ICAR-IARI, New
Delhi, Directorate of rapeseed-mustard research,
Bharatpur, GBPUAT, Pantnagar and ICAR-IASRI
being the collaborating centres. The Square Lattice
design was recommended in all the five locations
(PAU, Ludhiana; GBPUAT, Pantnagar; DRMR,
Bharatpur; IARI, Delhi and Kota, Rajasthan) with
two replications and 289 (treatments) mustard
germplasm lines. The randomized layout plan for
the lattice design was prepared for each centre and
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sent for conduct of experiments. The analysis of
variance for each trait (without missing observations)
under every location was obtained to test the null
hypothesis of equality of treatment means. In case
of missing observations, appropriate imputation
technique has been implemented. In addition, whole
genome assembly of Brassica fruticulosa was
carried out using SOAP de novo. The frequency
and distribution of simple sequence repeats (SSRs)
have been identified from the assembled genome.
In total 962090 SSRs have been identified. A total
of 322830 contigs were subjected to annotation and
functional classification: Biological process (BP),
Cellular component (CC) and Molecular Function
(MF). The GO analysis identified 724574 terms
(BP: 288706; CC: 211054; MF: 224814). Also,
133 KEGG pathways were found to be involved.
Maximum number of genes were found to participate
in the Purine and Thiamine metabolism, Purine
metabolism, Aminobenzoate degradation, drug
metabolism, Purine and pyrimidine metabolism.

Elucidating the mechanism of Pashmina
fibre development: An OMICS approach

This project is funded by National Agricultural
Science Fund, ICAR, New Delhi with SKUAST-
Kashmir being the lead centre and ICAR-NDRI,
Karnal and ICAR-IASRI being the collaborating
centres. The binary alignment map (bam) files of
the Pashmina goat transcriptome were analyzed by
SAMtools and GATK for detection of SNPs between
goats having white, black and brown hair follicles.
The chromosome wise distribution of SNPs was
obtained for the above three goat samples using in-
house scripts. Besides, the SNPs between pair-wise
samples, i.e., white vs black, white vs brown and black
vs brown as well as between all the three samples
have been identified and annotated. Further, the
identified SNPs were classified as synonymous and
non-synonymous SNPs. Besides, the in-dels were
identified by setting parametric values in the tools.
The data was processed in a suitable format for
visualization in Circos. The long non-coding RNAs
were identified by using suitable pipeline. Also, the
transposable elements and SNPs present in the
putative IncRNAs were identified using in-house perl
scripts. An information system containing the above
information was developed for the scientists involved
in the goat improvement programme.
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ICAR network project on functional
genomics and genetic modification

Mango genome assembly has been completed
by whole genome sequencing and chromosome
wise assembly of Indian mango Amrapali. The
assembly statistics is given in Table 3.6; Fig. 3.32.
Genome finishing work has been completed using
marker based anchoring of super scaffold to get
pseudomolecule (Table 3.7). In order to evaluate
completeness of mango genome assembly BUSCO
(benchmarking universal Single Copy Orthologous)
approach was used and its result revealed 91.4%
completeness of assembly (Fig. 3.33). Completeness
of Amrapali genome assembly was further evaluated
by mapping of 19 different sets of transcriptome
reads from India and global data (Table 3.8). These
reads were mapped successfully on > 96% of
genome assembly confirming the high coverage of
the assembly in genic region at transcript level.

Table 3.6: Mango (Amrapali) Genome Assembly

Statistics
Parameters Value
No. and size of contigs 9,703 (400.9 Mb)
Longest contig 995.9 Kb
No. and size of scaffolds 4,312 (403.2 Mb)
N50 of scaffolds 282.5 Kb
Longest scaffold 2.0 Mb

Scaffolds > 10 Kbp
Unknown bases (Ns)
GC Content

3,161 (73.3%)
2.1 Mb (0.5%)
32 %

Cumulative length

Cumulative length (Mbp)

-]
[=]

2000 3000 4000 5000
Contig index
— Mango_Genome polished sid == Mango Genome_polished sid_broken

] 1000

Fig. 3.32: Cumulative length of contigs
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Table 3.7: Anchoring of scaffold in Bl Compies () and single-copy i5) [ Complets (C) and cupicaind (D)
Pseudomolecules Fragrmenied (F) B e iy

® No. of markers (CASTA) | 6,311/6,594 (95.7%)
mapped in contigs:

® No. of markers included | 5,492/6,311 (87.0%)
in pseudomolecules:

® No. and size of anchored | 1,222 (283.77 Mbp,

scaffolds: 70.4 %)
® |ongest 23.3 Mb
pseudomolecule:
® Shortest 9.5 Mb

pseudomolecule:

® No. and size of floating 3,089 (119.53 Mbp,
scaffolds: 29.6 %)

%BUSCOs
Fig. 3.33: BUSCO assessment results

Table 3.8: Completeness of the Amrapali genome assembly by mapping 19 different NCBI-SRA
transcriptome reads

S.No. Type of RNA-Seq Data ( SRA-NCBI) Sequencing Submitter Mapping %
Technology
1 mango F1 population lllumina HiSeq SSCRI, China 89.71825678
2500
RNA seq Chausa NextSeq 500 ICAR-CISH, India 97.90796949
RNA seq Amrapali NextSeq 500 ICAR-CISH, India 97.86090310
Mangifera indica ‘TOMMY ATKINS’ lllumina HiSeq Indiana University 98.42958719
transcript reads from mixed organs 2000
4 Mangifera indica ‘TOMMY ATKINS’ lllumina HiSeq Indiana University 98.05686491
transcript reads from seed 2000
5 Mangifera indica ‘TOMMY ATKINS’ lllumina HiSeq Indiana University 98.63497871
transcript reads from mesocarp 2000
6 Mangifera indica ‘TOMMY ATKINS’ lllumina HiSeq Indiana University 98.19120256
transcript reads from leaf 2000
7 Mangifera indica ‘TOMMY ATKINS’ lllumina HiSeq Indiana University 98.04236459
transcript reads from flower 2000
8 Mangifera indica ‘TOMMY ATKINS’ lllumina HiSeq Indiana University 98.03759958
transcript reads from exocarp 2000
9 Mangifera indica ‘TURPENTINE’ transcript lllumina HiSeq Indiana University 98.28825616
reads 2000
10 | Mangifera indica ‘THAI EVERBEARING’ lllumina HiSeq Indiana University 98.32381005
transcript reads 2000
11 | Mangifera indica ‘NEELUM’ transcript reads | lllumina HiSeq Indiana University 98.61319780
2000
12 | Mangifera indica ‘M. CASTURI “PURPLE” lllumina HiSeq Indiana University 98.39724743
transcript reads 2000
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S.No. Type of RNA-Seq Data ( SRA-NCBI) Sequencing Submitter Mapping %
Technology
13 | Mangifera indica ‘BURMA' transcript reads lllumina HiSeq Indiana University 96.02066555
2000
14 | Mangifera indica TOMMY ATKINS’ lllumina HiSeq Indiana University 97.75470678
transcript reads from seed coat 2000
15 | Mangifera indica ‘AMIN ABRAHIMPUR’ lllumina HiSeq Indiana University 98.53282503
transcript reads 2000
16 | Amrapali leaf transcritome sequence lllumina MiSeq ICAR-NRCPB, India | 97.91252088
17 | Plant sample from Mangifera indica lllumina HiSeq Universidad Nat 97.84069045
2000 Auto de Mexico
18 | Complete mango transcriptome lllumina HiSeq University of 98.74955947
2000 Karachi, Pakistan
19 | MANGO TRANSCRIPTOME lllumina HiSeq SSCRI, , China 97.99064843

2000

Analysis has also been done on Mango transcriptome
data. Since biotic stress mango malformation is one
of the major impediment in mango productivity thus
RNA seqeuence approach was used to decipher
the candidate genes involved in manifestion of
this disease in mango. Transcriptome data were
generated for four different stages namely, 1.
Malformed Swollen Stage, 2. Malformed bud stage,
3. Healthy Bud stage, 4. Healthy Panicle (Table
3.9a). Transcriptome assembly was made using
Trinity (2.5.1) and redundancy was removed used
CAP3 tool. Total number of transcripts generated are
149889 with N50 > 817 bp and GC percentage 39.60.
Further, results of CAP3 assembler considered for
downstream analysis. Bowtie tool was used for
mapping of reads and RSEM tool for calculation of
expression values. Finally edgeR package was used
for differential expression analysis with parameters
FDR:0.01 and LogFC: 2. The number of differentially
expressed transcripts were shown in Table 3.9b.

Table 3.9b: Differentially expressed transcripts

Sample set Upregulated Downregulated Total
lvs.3 1162 464 1626
2vs.3 1074 535 1609
lvs. 4 2502 2385 4887
2vs. 4 3136 2640 5776

Homology search was performed by using Blastx
against NCBI NR database. Gene ontology, KEGG
pathways analysis was performed using Blast2GO
tool. PlantTFDB v 4.0 (http://planttfdb.cbi.pku.
edu.cn/) database was used for identification of
transcriptional factors. MISA tool was used for
mining of microsatellite repeats.

Table 3.9a: Samplewise data statistics (before and after trimming)

Sample Input read pairs  Both surviving
Sample 1 20311684 18047157
(88.85%)
Sample 2 20773211 19937272
(95.98%)
Sample 3 27924723 27838982
(99.69%)
Sample 4 18598750 16877484
(90.75%)
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Forward Reverse Dropped

surviving surviving

1086434 (5.35%) 860858 (4.24%) | 317235
(1.56%)

386158 (1.86%) 424592 (2.04%) 25189 (0.12%)

46388 (0.17%) 39188 (0.14%) | 165 (0.00%)

926227 (4.98%) | 556930 (2.99%) | 238109

(1.28%)



Genomics assisted crop improvement and
management

This is a Centre for Advanced Agricultural Science
and Technology (CAAST) project funded by National
Agricultural Higher Education Project (NAHEP) with
ICAR-IARI as the lead centre and ICAR-NBPGR,
ICAR-IASRIand ICAR-NIPB as collaborating centres.
The investigators of the project are the Teaching cum
Student Research Guidance Faculty of ICAR-IARI.
Training proposals were invited from the students at
ICAR-IASRI interested to take up work relevant to
genomic assisted crop improvement. One response
was received from a fourth year Bioinformatics
student. A presentation was made by the student
at ICAR-IARI on 06.09.2018 and based on that,
it was decided to send the student to Washington
State University, USA for three months (05.03.2019
to 05.06.2019) to work on genome segmentation
analysis. Preparation of materials for e-course
on high dimensional genome data analysis has
been initiated. In addition, necessary indents were
prepared for procurement of equipment for the
discovery centre that is to be established at ICAR-
IARI.
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Potential gene mining from salt tolerant
grasses for improvement of salt tolerance in
crops

Transfer of novel gene(s) from salt tolerant
halophytes into crop plants would be a better option
with high degree of acclimatization to environmental
factors and less yield penalty on account of their
hardiness, co-existence and relatedness. Towards
this end, the transcriptomes of two halophytes
Dicanthium and Urochondra were analyzed under
conditions of high, moderate and low salt stress and
differentially expressed genes were identified.

Improving the usability of buffalo
spermatozoa by sperm surface remodeling
and immune acceptance in female
reproductive tract

For targeted SNP discovery of defensing gene in
buffalo population, mining of buffalo specific defensin
gene family from public domain was completed
followed by mapping these over baffalo genome. A
total of 48 defensin genes/ gene family of buffalo
were mapped over latest buffalo de novo genome
assembly. Abundance of defensin gene family was
found on chromosome 1, 2, 3, 14 and 27 of buffalo
genome (Table 3.10).

Table 3.10: Chromosomewise distribution of Defensin gene family/ protein in buffalo

Defensin gene family/ protein Chromosome Start Position End Position
ABN72271 1 38593293 38593056
ABN72272 1 38832456 38832693
ABN72273 1 38594971 38594781
AlU56268 1 38593293 38593056
AlU56269 1 38832456 38832693
AlU 56270 1 38594971 38594781
ABV01367 1 38593293 38593133
ABE66309 1 38593293 38593136
AAP57565 1 38593293 38593101
ARO77466/ARO 77467 14 22582143 22592495
AAQ93463 27 7138963 7140882
ACU24717 1 38593293 38593198
AlU56269 1 38832456 38832693
XP_006060738 14 22519769 22530394
XP_006078162 1 38816953 38818369
AAP57565 1 38593293 38593101
ABE66309 1 38593293 38593136



W

\eg// )

8%/
RSN
ICAR

ICAR-IASRI Annual Report 2018-19

Defensin gene family/ protein Chromosome Start Position End Position
ABI36600 1 38455607 38455346
ABN72274 1 38403971 38403737
ACU24714 1 38593293 38593178
AUL75689 14 22500953 22503954
AUL75690 14 22519769 22530394
XP_006050778 2 30033427 30066332
XP_006060739 14 22582143 22592495
XP_006060762 14 22563786 22565078
XP_006078163 1 38816953 38818369
XP_006078164 1 38790943 38797374
XP_006078184 1 38746945 38752592
XP_025120495 14 22582143 22592495
XP_025136527 1 38758273 38761277
XP_025136548 1 38768903 38773000
XP_025137121 3 70230391 70237321
XP_006049643 14 22776470 22778768
DEFB113 2 30075407 30093561
DEFB114 2 30094935 30097443
DEFB115 14 22690393 22700723
DEFB116 14 22649281 2265449
DEFB121 14 22563786 22565078
DEFB123 14 22519769 22530394
DEFB124 14 22500953 22503954
DEFB125 14 22714437 22725577
DEFB129 14 22797496 22799903
DEFB133 2 30107586 30108754
DEFB134 3 70251706 70255062
DEFB136 3 70282706 70285062
LOC102414555 1 38816953 38818369
LOC102410677 14 22776470 22778768
LOC102395067 2 30033427 30066332

Genome and transcriptome sequencing of
coriander (Coriandrum sativum) to reveal
insight of its genomic architecture and
breeding targets

De novo transcriptome assembly and evaluation
statistics have been done. A total of 39.8 GB single
end reads of two extreme genotypes of coriander,
i.e., resistant and susceptible raw transcriptome
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data were generated using lllumina HiSeq 2000.
After removal of poor quality reads from the 16
single end datasets of groundnut (both resistant and
susceptible conditions), cleaned and good quality
reads with phred score < Q20 were retained for
de novo assembly. After trimming, the reads were
processed by FastQC tool to check the quality of the
data. A total of 222723 contigs were generated using
trinity assembler with N50 value of 662 base pair.
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Table 3.11: RNA- seq assembly

Assembly Total length of No. of contigs
sequences
Trinity 116128668 bp 222723
CD- HIT 73597784 bp 133480
CAP3 74784594 bp 126612

In order to filter redundancies and to reduce noise
in the generated contigs, clustering was performed
by the CD-HIT and CAP3 assembler program.
Trinity assembly 222723 contigs was considered
with 42.16 % GC content for further analysis. In the
RNA sequence assembly, the median contig length
335 base pair and average contig is 521.40 base
pair. Total assembled bases is 116128668 in this
assembly (Table 3.11).

In addition, estimation analysis and identification of
differential expressed genes have also been done.
Counts were estimated by re-mapping raw short
reads to the assembled contigs using Bowtie. The
RNA-Seq by Expectation-Maximization (RSEM)
package was used to resolve ambiguous mappings
and to perform final quantifications. EdgeR and
DESeq2 Bioconductor package was done by
calculating FPKM values (Fragments Per Kilo
base of exon model per Million mapped reads) for
each contig. False discovery rate and fold change
values P=0.05 and C=2 parameters were used for
the differentially expressed genes present in both
conditions (resistant and susceptible), using EdgeR
package getting total 12328 and 8103 DEGs from
DESeq2 including upregulated and down regulated
conditions. 7796 DEGs have been considered as
common genes present in both methods DESeq2
and EdgeR results for further analysis.

Molecular Markers for Improving
Reproduction of Cattle and Buffaloes

The defensin genes from the public domain were
mined specifically from cattle. Finally, 116 such
defensin genes of cattle were mapped over Bos
taurus genome assembly. Abundance of defensin
gene family was found on chromosome 8, 13, 23
and 27 of cattle genome.

Characterization, Evaluation, Genetic
Enhancement and Generation of Genomic
Resources for Accelerated Utilization and
Improvement of Minor Pulses

Development of core set for mung bean, black gram,
moth bean and cowpea using morphological data

53

Assembly size N50 value GC content
176 Mb 662 42.16
109 Mb 708 42.13
92.6 Mb 844 41.78

from three different locations (Total ~1200 accession
for four crops) has been initiated. Data collection for
morphological traits has been initiated by partner
Institutions. Profiling of core set accessions of
selected minor pulses for nutritional (proximate
components, mineral profile, amino acid profile,
sugars and oligosaccharides) and anti-nutritional
components (total phenols, phytate and oxalates).
The develop core set of four minor pulses will be
shared to collaborating centers/institutes of the
consortium for genotyping. Development of Near
Infra-Red (NIR) prediction models for estimation of
selected nutritional and anti-nutritional components
for five minor pulses has also been initiated.

Non-linear modelling for genomic
predictions based on multiple traits

Development of non-linear model for multi-trait
genomicselection hasbeendone. Genomic Selection
(GS) is an advanced method of breeding where
information on genome-wide dense markers is used
to predict genetic merit of an individual in a breeding
population. In this study, a multivariate non-linear
model has been developed for GS. This model has
been developed using multi-variate least absolute
shrinkage and selection (MLASSO) technique along
with kernel technique. The proposed method has
been termed as “kernelized multivariate LASSO”.
This developed methodology has been evaluated by
using real data set and found to be outperforming in
comparison to the other existing methods.

In addition, development of a software for single-
trait and multi-trait genomic selection has also been
done. For this, software for single-trait and multi-
trait genomic selection named Genomic Selection
Tool (GST) has been developed for web platform
and programming has been done with the Java
Server Pages (JSP), Cascading Style Sheets (CSS)
and Java programming language (Fig. 3.34). This
software is user friendly and provides genomic
estimated breeding value (GEBV)information of each
individual. It uses genotypic as well as phenotypic
data for such prediction. GEBVs predicted by this
tool may provide useful postulate for breeders for
selection of important variety or breed.
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Fig. 3.34: Home Page of Genomic Selection Tool (GST)

Development of web server for phenotype
and genotype analysis for cattle breeding
management

The collected sample data on cattle was standardized
to develop a database (Fig. 3.35). For designing the
database, registration, disposal, pedigree, health,
semen collection, service, calving, milk production,
feeding table have been created and integrated
using MYSQL. Web based data entry tools have
been developed using PHP for server side scripting,
database connectivity and database management
operations. Java and HTML were used for client
side data entry forms and forms validation. All types
of online data entry forms have been completed
viz. Registration, Growth, Service, Confirmation,
Calving, Milking, Feeding, Health, semen collection,
Disposal. Inbox provisions has been made for
data transaction among users such as data entry,
data approval, rejection and modification. User
management module has been developed. Draft
user manual has been prepared.
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Fig. 3.35: Home Page of cattle breeding management website

Platform on integrated genomics warehouse

The system architecture for genomic data
warehouse has been developed using open source
software tools (Fig.3.36). Pentaho framework
has been used for development of extraction,
transformation and loading (ETL) of variants data
into warehousing schema. Pentaho software suite,
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Fig. 3.36: Genomic Warehouse Architecture

open source intelligence software tools were used
for data analysis and dashboard reporting. The
OLAP is a gateway to provide the user interface
for developed multidimensional models by enabling
various OLAP operations such as drill down, roll-up,
slice, dice and many more functions by transforming
the existing data. The existing repository related
to genetic variants were identified for input data
retrieval. Pentaho data integration (PDI) was used
for development of ETL process and workflow by
utilizing core data integration (ETL) engine and easy
to use GUI for development of workflows (Fig.3.37).
Various types of transformation processes, SQL
query design and data models were developed
for data extraction and transformation to carry out
further analysis. The PDI supports import/export of
data from/to Excel files, text files, csv files, XML files
and many other related databases. Development
of OLAP cubes was accomplished using Pentaho
Schema Workbench (PSW) and this tool is helpful in
designing of OLAP schema, creation of hierarchies,
populating the dimensions and integrating useful
measures as facts in the data marts.

The metadata of developed OLAP cubes are stored
in XML format and can be exported to the Pentaho
Business Intelligence (Bl) Server for further analysis
and customization of reports/ dashboards (Fig.3.38).
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Fig. 3.37: ETL Workflow development



Fig. 3.38: Dynamic and Interactive reports through OLAP

OLAP cubes are updated through updation of related
XML by creating automated job profiles. Finally, the
developed XML Schema and data is published in
the Pentaho BI Server with the suitable database
connection. The access to the end users will be
provided through the creation of username and
password for authorized access of the information.

Development of an improved hybrid De-
novo whole genome assembler

Web based interface in JSP has been developed
which includes user module, file management
module and database creation for profile. Parallelized
programming for error correction of long reads using
short reads has been done. Development of interface
for integration of tool for error correction in the long
reads using alignment with short reads has been
completed. Installation of an alignment program
FMLRC and other dependent programs such as
ropebwt and msbwt were installed on cluster for
parallelizing the error correction of long reads using
short reads. Programming for scaffolding process
has been done which can be executed using the
web interface.

Discovery of novel genes and promoters
responsible for salinity tolerance in
Haloarcula spp.

Paired-end was prepared from two samples, each
having three replicates (8% and 26% NaCl) using
TruSeq stranded mRNA preparation kit. Fragment
size were taken from 321 to 403 base pairs and
sequenced on Next Generation Sequencing platform
called lllumina NextSeq 500 using 2x75 base pair
chemistry (Table 3.12).
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Table 3.12: No. of Reads against sample names

Sample name Number of Reads

8% replicate 1 13,859,212
8% replicate 2 8,459,748
8% replicate 3 13,646,634
26% replicate 1 8,216,418
26% replicate 2 15,159,087
26% replicate 3 4,214,792

a) Quality Assessment: All the six sample read
(were quality assessed through FastQC tool. All
the samples were passed with more than 85-
90% reads with Q30.
Adapter trimming: Library sequencing
Adaptors were removed by Trimmomatic version
0.33 joined to the ends of the reads.
De-novo Assembly of Transcriptome:
The quality trimmed reads were pooled and
assembled using Trinity software using k-mer
value of 25 which is constant for the trinity
algorithm. Trinity works on the de-brujin graph
algorithm of assembly and is found to be better
than the other transcriptome assembly programs
in constructing full length transcriptome assembly
without a reference genome. It is comprised of
three programs:

i. Inchworm- which merges reads into unique
transcripts and also removes probable
erroneous k-mers.

ii. Chrysalis- takes contigs which are
overlapping as a result of closely related
paralogs and constructs de-brujin graph
using them.
Butterfly- basically makes longer sequences
from de-brujin graphs made by Chrysalis
using the paired end reads.
A total of 1,03,346 transcripts were obtained in fasta
format. These transcripts were further considered
as a reference transcriptome onto which the reads
mapped. Therefore, all the reads of the six libraries
(3 replicate for 8% and 3 replicates for 26%) were
mapped individually to the reference transcriptome
using Bowtie2. Bowtie2 uses hybrid of two strategies
viz. Burrows wheeler algorithm and dynamic
programming to perform gapped alignment of the
reads to the reference in fast and efficient method.

b)

c)

Transcriptome  analysis to  decipher
mechanism related to distinctive
morphological phenotypes in indigenous
poultry

Literature available on identification of differentially
expressed genes (DEGs) from transcriptome data
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of poultry birds was studied. Few DEGs related
to skin development, meat development, disease
resistance etc. were also studied from the literature.
Besides, the morphological attributes (body length,
body weight, rumpless, naked neck, Shank length)
associated with genes were studied. Also, the
procedure for identifying SNPs association with
traits using GATK pipeline has been explored.

Metagenomic profiling for assessing
microbial biodiversity in river Ganga for
ecosystem health monitoring

The sediment samples collected from Kanpur
and Farakka sites of river Ganga were subjected
to metagenome analysis to identify the probiotic
bacteria and bacteriophages. In addition, three
additional sediment samples from the Yamuna river
have also been collected. A total of 243 probiotic /
bio-remediating bacteria and 24 bioremediating
fungal species were identified from the metagenome
analysis of sediment samples. The metagenomics
analysis was carried out using CLCGenomics
Workbench and Kaiju software / tools.

Deciphering health biomarkers and thermo-
tolerant traits by computational genomics
approach in goats (Component 1: Host
transcriptome analysis for identification
of biomarkers and epitope mapping
assisted diagnostics development for
enterotoxaemia in goats; Component 2:
Identification of heat stress/tolerance genes
through transcriptomics approach in goats)

The Clostridium perfringens type D culture was
inoculated in twenty goats (6-9 month age) divided
into 4 groups: Group-I (culture supernatant), group-ll
(whole cultures), group-lll (washed cells) and group-
IV (uninfected control). The results from RNASeq
showed higher expression of IL-1f and IL2. The
toxin treated groups showed highest upregulation of
the gene responsible for chemotaxis and the Cath-L
showed higher upregulation in natural outbreaks. A
new diagnostics sandwich ELISA was developed
for detection of epsilon toxin in intestinal contents
of Entero toxaemia (ET) suspected goats for which
field validation is underway at partner centre ICAR-
CIRG. Indirect dotELISA was developed to detect
the seroconversion (protective antibodies titre) in
animals’ post-vaccination with ET.
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Programme 5: Development of
Informatics in Agricultural Research
Implementation of ICAR-ERP, Unified

Communication and Web Hosting Solution

® Customization/Development of New

Functionality and Reports have been done as
per details given below:

The payroll for scientific category has been
customized according to 7CPC and salary
reimbursed

Modification done in project detail restriction on
distribution level from line level to avoid mistake
in booking of expenditure

Generation of alert done enabled to supervisor
for their staff whose Email IDs are not updated
in FMS and employees where supervisor tagged
with their records are End-Dated in FMS.

Generation of mail attachment to Director for
pending invoice transactions, transaction Count
and bill tracking report for their respective
Institutes.

Functionality developed to restrict/personalise
the email address field on Employee basic detail
form for restricting duplicacy, special characters
and validating the domains.

Statement of Expenditure Report with Invoice
Distribution Details created.

Automation of user Creation with Self Service
Responsibility and User Deletion once Employee
retired from ICAR.

Period Closure completed for all modules in
FMS till Feb2018.

A report “ICAR Invoices in Never Validated
Status” customized and incorporated to xxx
Payable Audit & Accounts Responsibility to get
the details of all those invoices which are in
never validated status.

Annual Increment applied through FMS for all
employees after 7Pay Commission.

Functionality created for Director Level
Responsibility to view the status of application
on their own.



Deployed leave alerts functionality as on date to
Supervisor and Director of Institute.

Created new employee ids of total 135 newly
recruited scientists (including their basic and
service details) and 72 FMS new users have
been created.

GPF Functionality complete solution uploaded
on Production for IASRI.

Payroll Schedules developed.

Functionality for Central Budget Responsibility
prepared.

ICAR GAR Payhbill
developed.

Report designed and

The following forms personalized:

> Addition of GSTIN Number in Purchase
Order Form

Addition of GST on Vendor PAN Definition
form

Adhaar Number Fields

Fixed asset bills which are posted and null
across ICAR

» Import Journal personalization

» Leave Issue Validation | Study Leave

The following reports modified by adding the
GST number:

» ICAR Purchase Order Print Report

» ICAR Bill Report

» ICAR Invoice Register Report

Transfer Alert notification developed and system
will send an alert to current and designated
institute to take necessary action well in advance

v

"
/

v

LTA functionality developed

Restriction to update the Cost Element to avoid
issue in payroll Run.

Project End Date - Extension Approval process
implemented.

The following functionalities have been created

\7

Online Forget Password Functionality

TDS on GST Functionality

GST Tax Creation across ICAR

Leave Carry Forward EL/HPL/CCL.
Employee to Supplier Conversion Program
Vendor Master Template (Bilk Vendor
Upload)

GL Opening Balance (API)

Alert — ICAR Open Leave Notifications

YV V V

A

Y VYV
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Fund type creation on SCSP (Scheduled Class
Sub Plan).

Modification in Import journal Form with GL Date
of that batch.

Bank detail Update restriction on user specific
responsibility to avoid future error.

HRA allowances with Arrear to Scientists across
ICAR through FMS as per 7" CPC

Changes done in CGHS, TA and DA as per Govt.
Rules

Pending Notifications with Approvers from
2014 till 2017 closed from system for smooth
functioning of FMS MIS

Financial Setup completed for all the modules
implemented at ICAR for 2019-2020

The following instructions material for 44 FAQs have
been prepared and uploaded in MIS/FMS website:

Rollback process of Single employee
How to Base Salary of an Employee
7" CPC Scientific Category

How to correct ICAR joining date
How to retire an Employee in system

The document for “ Steps to be followed by DDO
Section for payroll process”

CBT for Training for Payroll

Document for “Steps to be followed to assign
Institute Specific Vendor Creation Rights”

Document for Receipt Reversal

How to Identify Never Validated Invoices from
System

How to cancel Bill

How to Create & Modify Work plan Activities and
Monitorable Targets

How to Create Inter Institutional Project
How to Create Project Receipt

How to Create RPPI for Externally Funded
Projects

How to Enter Budget for Externally Funded
Projects

How to release Insufficient Fund Hold in Project
Invoice
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® How to Create Inter Institutional Projects

® How to add more Items in previous created
Receipt

® How to add a new requisition in an Existing PO

® How to Cancel aline from Indent having Rejected
Status

® How to create a Miscellaneous Receipt &
Miscellaneous Issue in (On hand Quantity) of
Inventory

® How to Create Blanket Purchase Agreement
(Complete Cycle)

® How to create Blanket Purchase Agreement
(Rate Contract)

® How to create Blanket release against an Indent

® How to create PO matched Invoice for UP -VAT
Commissioner

® How to create Tax Category

® How to Deduct TAX amount (any other amount)
from the PO Matched Invoice

® How to Match PO with Tax Line

® How to Round-OFF the value of PO

® How to Split quantity of Indent Lines

® How to use Sourcing Rule Document

® How to cancel a bill

® How to add GST number for any Vendor
® How to reverse receipt document

® Creation of Asset related bill by DDO Section
and procedure for Audit Section document

® Reverse receipt and Fixed Asset Invoice
document

® QRN-How to add GSTIN Number of Institute
® Batch Element Entry document

® [nstructions to generate Transaction count report
from ERP system

® |CAR GPF Ledger entries document

® Rollback Payroll Process document

® Reset password

® Deduction of TDS on GST Tax prepared

The following twelve modules manual has been
updated and made available on the MIS-FMS
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Accounts payable user manual V 30.0
Fixed Asset version 30.0

General Ledger user manual V 30
Grants and budget version 30
Receivables Version 30

Core HR User Manual v30.0

Payroll User Manual v30.0

SSHR User Manual v30.0

New Fund Type- Scheduled Cast Sub Plan
(SCSP)-204

Budgetary Control in Invoices
Deduction of TDS on GST Tax
March Salary Paid in April

The following key review meetings were held under
the project:

A meeting under the Chairmanship of Secretary
(DARE) & DG (ICAR) was held on 28 June,
2018 to review the progress of implementation
of ICAR-ERP and future strategy for ICAR-ERP
solution.

A meeting of the committee was organized under
the chairmanship of Special Secretary (DARE) &
Secretary (ICAR) on 13 August, 2018 in order
to finalize the way forward for continuation,
modification or creation of new ERP solution.

Technical committee meeting has been organized
to find out the way forward for migrating the
ERP on higher version and prepared the RFP
for providing the technical support for next three
years.

The following End User Training & Support have
been provided:

Training organized for ICAR-ATARI, Umiam
personnel during 09-10 May, 2018 on Finance
and Assets modules.

Training on ICAR-ERP was organized for
Newly Established ATARIs personnel (Patna
and Guwabhati) during 14-17 May, 2018 for all
modules.

One day training provided at KAB-II for Finance
module on 18 May, 2018.

Training was organized on Finance module to
personnel of ICAR-IIAB Ranchi during 21-22,
2018.



® Training provided to ICAR-HQ Education
Division on 13-Jun-2018 for Finance module and
budget section personnel for budget upload on
26-Jun-2018.

® Training organized at NIBSM, Raipur for HRMS
and payroll module during July 11-13, 2018

® Support provided to personnel from IARI on
creation of Project, budget entry and issue of Pl
Name in Project was resolved on 17-Nov-2018.

® Remote sessions were organized for following
institutes:

» ICAR-NIBSM, IARI, IISS, 1IWM, HRM
Division, ICAR (HQ), IGFRI, lIHR, SBI,
NRCE, NIANP, IIFSR, NRRI, CICR, Sirsa,
CISH,CCRI, CSSRI, IANP, NRC Grapes,
NRCL, IIRR.

Monitoring &  Coordination  for
Implementation are being done as follows:

Effective

® Monitoring the day to day transactions in ICAR-
ERP system and issues

® MSR Meeting with IBM personnel for reviewing
the progress and issues

® Follow-up on the following issue with the all ICAR
institutes (i) Payroll Run, (ii) Import of Payroll
Entries which will impact the actual Expenditure
of ICAR floated, (iii) Bills raised in system but
not accounted / Validated / Paid in FMS — MIS,
(iv) Transaction Count, (v) Leave, (vi) Supervisor
Change, (vii) Pending notification information
pending authority for required action.

Out of 113 ICAR institutes, status of modules being
up created by them based on the transactions upto
March 31, 2019 are given as follows:

® SCM-58
e FM-107
e HRMS-109

® PAYROLL-106

The information regarding work under ICAR-Data
Center (DC) and Unified Communication Solution is
given below:

® Total number of 19417 ICAR Domain (Directory)
users, 18857 Mailbox users and 11599 Lync
users are created till March 2019.

e All institutes have been taken onboard with
ICAR mailing solution. Besides that, 653 email
ids have been given to KVK institutes.
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108 number of websites have been hosted and
running through ICAR-DC till March 2019. List of
Major Websites running through ICAR-DC are:

icar.org.in/icar.gov.in

kvk.icar.gov.in

krishi.icar.gov.in

eoffice.icar.gov.in

pgs.icar.gov.in

SelfAD (Credential Administrator) tool has
been launched for end users to Change/Reset
password, Account unlock, Modification of User
Information e.g. Contact details, address and
institute information.

ICT infrastructure enhanced by
hardware and software

E-Office external | LDAP authentication
successfully configured on array load balancer.

Y VvV

VvV Vv

including

Implementation of Call logging tool for ICAR
users, https://helpdesk.icar.gov.in.

Micro focus- OBR, OMI and NNMi tool
implemented. Now, ICAR-DC Infra Monitoring
and capacity Planning/Forecasting will be
possible through system generate report and
will help to better optimise the Data Center Infra.

Considering Current security trend, all Security
patches of Hardware/Application/OS running
through Data Center was upgraded without
interruption to DC services.

New Attributes for Mobile Number and ERP ID
has been added to Domain (ICAR.GOV.IN).
Authentication of other DC Applications can
now be integrated through ICAR-DC Domain.
This will simplify the authentication process and
reduce the burden of maintaining multiple user
Database for different applications.

Migration of E-office (https://eoffice.icar.gov.in)
application from NIC to ICAR Data Center, Six
Application/DB servers were installed in cluster
mode for this application to be configured in
High-Availability (HA) mode. Load Balancer
Services were integrated to balance e-office
application traffic and High-Availability.

Cpanel & Plesk Server were installed in the
ICAR Data Center for easy Configuration &
maintenance of the websites. Users will also
be able to access and maintain the databases
related to their website(s).
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Latest Cumulative Update (CU20) of Email
Solution (Exchange Server 2013) has been
implemented for better security and advance
feature of Email Solution.

Preparation of Below mentioned Process/Policy/
Procedures and Technical documents for 1SO
20k & 27k1 certification of ICAR-Data Center.

» Email Solution (Exchange & Lync)- 54

» Storage & Backup- 29

» Linux — 28

» Windows & Hyper-V — 32

» Network & Security — 71

» Database (My-Sql, MS-Sql, & PostGreSql)
-99

> ITIL- (Information Technologies infrastructure
Library)

» Process Templates — 61

» Guidelines- 7

» Process Documents - 72

» Risk Assessment - 4

Developmentand assessment of educational
mobile apps for improving livestock health
and production

During the period under report, the following activities
were accomplished:

IVRI-Pashu Prajanan App has been made
available in English, Punjabi, Telugu and Marathi
languages.

IVRI-Shukar Palan /Pig Farming App has been
developed in Punjabi and English languages.

IVRI-Artificial Insemination App has been
developed jointly with ICAR-IVRI (Fig. 3.39).
The app is targeted to impart knowledge
and skills to Graduating Veterinarians, Field
Veterinary Officers and Paravets about Atrtificial
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Fig. 3.39: ICAR-IVRI Al App
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Insemination (Al) in cattle and buffaloes. The App
covers information on various aspects related to
Al viz., symptoms of heat, stages of estrus cycle,
heat detection, Al kit, proper time of Al, common
sanitary measures, thawing, loading of Al gun,
semen deposition post Al advice and follow-
up. Additionally, the App provides guidelines
for semen handling and pregnancy diagnosis in
cattle and buffaloes. New link for heat detection
and Al videos have been added to enrich Al App.

Landlly Pig App has been developed jointly with
ICAR-IVRI (Fig. 3.40). This App is targeted to
provide information on newly developed Pig
variety-Landlly to the UG and PG students of
Veterinary Sciences, Veterinary professionals
and Entrepreneurs. This App contains information
on Landlly pig variety related to its development
and release, economic features, appearance
and characteristics, performance, scientific
management, prospective stakeholders,
germplasm availability etc.

Pig Varte't'-,'; e

IVRI - Landlly Pig App

@ .

Fig. 3.40: ICAR-IVRI Pig Variety App

IVRI-Dairy Manager App has been developed
jointly with ICAR-IVRI and ICAR-NDRI (Fig.
3.41). The App is targeted to impart knowledge
and skills to Graduating Veterinarians,
Field \Veterinary Officers, Developmental
Organizations and Entrepreneurs for promoting
dairy farming. This is an educational app
providing information on breeds and housing,
feeding, calf and general management, clean
milk production and identification and vices
of dairy animals. Educational videos on clean
milk production and neonatal calf management
have been included in the App for enhancing the
knowledge and skills of the persons involved in
dairy farming.



ICAR-IASRI Annual Report 2018-19

IVRI-Dairy Manager App

iﬂz& i TR s ;

Dairy Manager .

=a
T mmi
| Sppr———
[ T ——
=
B ——
=
-
[pp—— [ |

VRI-Vaccination Guide App

&”Z& R T

Vaccination Guide

E [ n
T s ) e
. : o
) J_“i = -
e — ‘n g
Yo ®

Fig. 3.41: ICAR-IVRI Dairy Manager App

® |VRI-Pig Ration App has been developed jointly
with ICAR-IVRI for pig diet formulation. The App
contains (Fig. 3.42):

>
>
>

User Interface (Ul) for entry of data by farmer
Pdf generation option after feed submission
Ul and Value addition for Ingredients of pig
ration

Ul and Value (Table and chart) addition for
ready-made ration

Compressed the images

List of PDFs generated in Pig Ration App

IVRI Pug Ration App

]

Pig Ration B

TRERN

Fig. 3.41: ICAR-IVRI Pig Ration App

® Vaccination Guide App (Fig. 3.43): jointly
developed with ICAR-IVRI to impart knowledge
and skills to Graduating Veterinarians, Field
Veterinary Officers, Paravets and Livestock
Owners about vaccination in livestock. The App
provides basic information about vaccination in
livestock and covers specific information about
vaccination related to all the major bacterial and
viral diseases. For each of the disease in various
species, the information on the causative agents,
types of vaccines available, serotype / strain
used for the vaccines, vaccination schedule and
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Fig. 3.43: ICAR-IVRI Vaccination Guide App

commercially available vaccines are provided
in the App. The App also provides detailed
information about the government and private
institutions involved in vaccine production in the
country.

® All newly developed and modified Apps have
been uploaded to Google play store.

® Pashu Prajanan was updated in English and
Punjabi Language versions.

® Pig farming app was updated in Hindi version

e Waste Management guide App has been
developed is being fine-tuned.

Management and Impact Assessment of
Farmer FIRST Project

® Farmer FIRST Programme (FFP) Portal (https://
ffp.icar.gov.in/) has been developed (Fig. 3.44)
which provides basic and detailed information
of all projects under this programme. This portal
acts as an interface between Farmers and
Scientists for knowledge dissemination.

® |CAR-ATARIs can monitor their respective
FFP activities. It is single window platform for
collection of images, videos, trainings, activities
and interventions under FFP projects.

® Search functionality has been developed in
the portal Search Module via. It facilitates to
search any record by entering keyword and
display the results under different categories
where the keyword matches. An advance search
functionality has also been developed. The user
can select different filtration criteria viz. Project,
Intervention and Training for search and then can
choose state and district where FFP programme
is being conducted as further selection criteria.
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The user can also select the category and put
keyword for having more precise results.

Dashboard functionality has been developed
for monitoring purpose. In dashboard, count is
displayed for number of Projects, Interventions,
Organized events, images, videos, publications
and registered farmers with on click detailed
information.

To capture the annual progress report from
different centers, Annual Progress module
has been developed so that user can upload
their annual report through portal. The module
is divided into five parts viz. background
information, technical progress, project outputs,
other achievements and list of publications.

Farmer innovation and practices database has
been developed in consultation with ICAR-
DKMA. This feature is added to keep record of
the new innovations practiced by the farmers for
better farming techniques. This information can
be shared among other farmers.

Functionality has been created to add PI, CPI
and CO-Pl details in the project. The lead
organizations are facilitated to add members of
their respective projects.

Functionality to upload budget at collaborative
institute level has been developed. The user can
add and update budget yearwise and monthwise.
Reporting for the same has also been added in
the portal.

Modification has been done in the existing web
pages to view activities of the organization at
ATARI level and Project details at collaborative
institute level. The system now allows institutes
and ATARIs to view the budget entered by
institutes associated with the project, events,
interventions, images, videos, objectives and
farmer innovations.

Registration facility has been given to farmers
and other stakeholders. Only regis